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Transient Method for Convective
Heat Transfer Measurement With
Lateral Conduction—Part I:
Application to a Deposit-
Roughened Gas Turbine Surface
The effect of lateral conduction on convective heat transfer measurements using a tran-
sient infrared technique over a rough surface is evaluated. The rough surface is a scaled
model of gas turbine surface deposits. Comparisons are made between a full 3D finite
volume analysis and a simpler 1D transient conduction model. The surface temperature
history was measured with a high resolution infrared camera during an impulsively
started hot gas flow over the rough test plate at a flow Reynolds number of 750,000. The
boundary layer was turbulent with the peak roughness elements protruding just above the
boundary layer momentum thickness. The 1D model underestimates the peak to valley
variations in surface heat flux by up to a factor of 5 compared with the 3D model with
lateral conduction. For the area-averaged surface heat flux, the 1D model predicts higher
values than a 3D model for the same surface temperature history. This is due to the larger
surface area of the roughness peaks and valleys in the 3D model, which produces a larger
initial input of energy at the beginning of the transient. For engineering purposes, where
the net heat load into the solid is desired, this lower 3D model result must be multiplied
by the wetted-to-planform surface area ratio of the roughness panel. For the roughness
model in this study, applying this correction results in a 25% increase in the area-
averaged roughness-induced Stanton number augmentation for the 3D rough surface
model compared with a flat 1D surface model at the same Reynolds number. Other
shortcomings of the transient method for rough surface convective heat transfer measure-
ment are identified. �DOI: 10.1115/1.2976784�

Keywords: transient heat transfer measurement, gas turbine roughness
ntroduction/Background
The accurate measurement of convective heat transfer between
moving fluid and an adjacent solid is a subject of enduring

ngineering interest. Measurements are most commonly made in
he steady-state mode, with either the surface temperature or sur-
ace heat flux prescribed while the other is measured to compute
he local convective heat transfer coefficient �hc=qs / �T�−Ts�� at a
iven fluid temperature �T��. Unfortunately, accurate steady-state
easurements require careful accounting of conduction and radia-

ive losses and often necessitate meticulously designed arrays of
hin-foil surface heaters and associated “guard heaters” to ap-
roximate the prescribed wall boundary condition �1�. One option
or avoiding some of these complicating factors is by employing
he mass transfer analog through steady-state techniques such as
aphthalene sublimation �2� and pressure sensitive paints �3�,
hough these techniques require their own level of sophistication.
nother option for accurate hc measurement is commonly referred

o as the “transient” heat transfer method. Transient measurement
echniques are a low-cost, efficient alternative that can produce
ccurate heat transfer measurements with a much shorter test time.
hese techniques are especially well suited for transient test fa-
ilities �e.g., shock tubes or blow-down type wind tunnels�.

Transient techniques have been employed for over half a cen-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 10, 2007; final manuscript re-
eived May 19, 2008; published online October 15, 2008. Review conducted by

autam Biswas.

ournal of Heat Transfer Copyright © 20
tury in fields as far ranging as hypersonics �4� and solar collectors
�5�. In particular, they have seen broad application in the gas
turbine industry for cooled turbine blade design �6�, analysis �7,8�,
and postproduction testing �9�. The critical measurement in the
transient convective heat transfer method is the time history of
surface temperature relative to some impulsively started flow
event. The surface temperature can be measured either optically or
through standard contact methods �e.g., surface thermocouple ar-
rays� �10�. The two most common optical methods include liquid
crystals and infrared imaging. Temperature-sensitive liquid crys-
tals can be painted onto any smooth surface and calibrated in situ.
The encapsulated crystals display visible bands of color when
they are exposed to temperature changes by reflecting a single
wavelength of light. The surface color time history can be imaged
with a common charge coupled device �CCD� camera at higher
resolution and much lower cost than an infrared camera. There
are, however, several drawbacks to the liquid crystal technique
�11�. Because the crystals are embedded into the surface coating,
they are not located precisely at the surface nor are the thermal
properties of the paint necessarily the same as those of the sub-
strate. In addition, the temperature sensitivity of the crystals is not
always in a convenient range �typically very near room tempera-
ture�. Also, the color bands only provide information as to the
local time delay for the surface to change from the isothermal
�flow off� condition to the specific temperature associated with the
particular color band. Infrared measurement, on the other hand,
provides a continuous surface temperature history. This necessi-
tates a different analytical processing technique. Finally, and per-

haps most important for this study, liquid crystals are difficult to

JANUARY 2009, Vol. 131 / 011301-109 by ASME
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pply uniformly over rough surfaces. A nonuniform crystal distri-
ution can create significant problems in interpreting heat transfer
esults. Even standard steady-state measurement techniques are
hallenged by rough surfaces due to the difficulty of ensuring a
niform surface heat flux or wall temperature condition �12,13�.
s such, the subject of this study is the application of infrared

hermography to the transient measurement of convective heat
ransfer over a rough surface.

nalytical Development
The essential foundation of the transient heat transfer technique

s the unsteady conduction equation. With the assumption of con-
tant thermal properties and no heat generation, this equation can
e written in Cartesian coordinates as

�2T

�x2 +
�2T

�y2 +
�2T

�z2 =
1

�

�T

�t
�1�

r in one dimension only,

�2T

�x2 =
1

�

�T

�t
�2�

The transient technique employs classical solutions to this
quation for the specific case of a semi-infinite solid with uniform
nitial temperature. These initial and boundary conditions are ex-
licitly stated as

T�x,0� = Tinit and
lim

x → �
T�x,t� = Tinit �3�

umerous heat transfer texts contain the solution of these equa-
ions for two of the most common cases �14,15�: �i� step change in
urface temperature, T�x=0, t�0�=Ts, and �ii� step change in
uid temperature, Tfluid�t�0�=T�, where Tfluid�t�0�=Tinit.
Since the governing equation �Eq. �2�� is linear, an arbitrary

s�t� or T��t� distribution can be approximated as the summation
f a series of steps. Then, using Duhamel’s superposition theorem,
he general solution of Eq. �2� is obtained. Using this approach,
ook and Felderman �16� and later Schultz and Jones �17� derived

he following expression for the surface heat flux based on the
eneral solution:

qs�t� =
�

���
�
i=1

n
Ts��i� − Ts��i−1�

1
2 ��t − �i − �t − �i−1�

�4�

Once the qs�t� distribution is calculated using Eq. �4�, the tran-
ient IR method relies on an energy balance evaluated at the sur-
ace �qs,conv=qs,rad+qs,cond� to calculate the convected heat flux to
he surface �qs,conv�. The heat transfer coefficient is then computed
s hc=qs,conv / �T�−Ts�, where qs,conv, T�, and Ts are all functions
f time in the most general case.

inite Volume Method for Lateral Conduction
The subject of this paper is the transient IR technique account-

ng for lateral conduction on nonuniform �rough� surfaces. Since
he method outlined above is only valid for 1D conduction, a finite
olume discretization of the solid was employed. The 1D results
re then used as a benchmark for comparison to assess the impor-
ance of lateral conduction for a generic rough surface topology.
ince the 1D analysis is simpler to execute, there is a significant
ost savings in terms of computational time. Thus, it is not un-
ommon for researchers to employ the 1D analysis even in cases
ith complex surface geometries �including roughness� �18–21�.
ore recently, some researchers have employed finite element

nalyses in conjunction with steady-state �22,23� and transient
9,24� heat transfer techniques to improve measurement accuracy
n regions of steep surface temperature gradients. For example,
ing et al. �24� measured film cooling effectiveness ��fc� using
he transient liquid crystal technique. They compared results ob-

11301-2 / Vol. 131, JANUARY 2009
tained from both 1D and 3D conduction models and found that in
the region just downstream of the film cooling hole, the 1D model
underpredicted �fc by up to 25%.

Brauckmann and von Wolfersdorf �22� employed a steady-state
IR technique to a shaped film cooling configuration and showed
that a 3D conduction model could be successfully employed to
correct for the heat pick-up of the coolant fluid as it passes from
the coolant plenum to the exit orifice. Nirmalan et al. �9� devel-
oped a procedure for nondestructively testing internal cooling pas-
sages of production turbine blades using a modified transient IR
technique. They used a 1D solution as the initial condition for
internal heat transfer coefficients in an iterative 3D ANSYS model
of the turbine wall. Thus the final analysis does account for tem-
perature variations through the wall thickness and lateral conduc-
tion. The authors reported an overall increase of 40% in predicted
hc inside the coolant passage for the 3D model compared with the
initial 1D prediction.

Based on these results, it is anticipated that accounting for lat-
eral conduction on rough surfaces will have a significant influence
on transient IR measurements of heat transfer coefficient. To con-
duct a formal assessment, a structured rectilinear grid was adapted
to a rough surface topology originally generated by Bons et al.
�25� shown in Fig. 1. The surface is a 20 times scale model of
surface deposits generated on a thermal barrier coated �TBC� gas
turbine sample in an accelerated deposition facility. Bons et al.
showed that the surface character of this laboratory generated
deposition roughness was similar in character to deposition that is
commonly found on in-service power turbine hardware �26�.

As shown in Fig. 1, the lateral directions are y �83 mm� and z
�67 mm� while the x-direction is into the solid. The largest rough-
ness peak is approximately 3.5 mm above the lowest valley for
this topology. Cell temperatures are assigned to cell centers, al-
lowing conservation of energy to be written for the �i , j ,k� cell as
follows:

V	cp

�Ti,j,k

�t
= qxi,j,k

Axi,j,k
+ qyi,j,k

Ayi,j,k
+ qzi,j,k

Azi,j,k
− qxi+1,j,k

Axi+1,j,k

− qyi,j+1,k
Ayi,j+1,k

− qzi,j,k+1
Azi,j,k+1

�5�

For this study, the fluxes are discretized using a first-order ap-
proximation in space, e.g.,

qxi,j,k
� − �

Ti,j,k − Ti−1,j,k


xi,j,k
�6�

For the surface cell �i=1�, the surface flux is approximated as

qs1,j,k
� − �

T1,j,k − Tsj,k

0.5
x1,j,k
�7�

The temporal discretization is approximated with a first order ex-
plicit formation,

�Ti,j,k

�t
�

Ti,j,kn
− Ti,j,kn−1


t
�8�

While other researchers have improved accuracy and process-
ing time requirements by using higher order discretizations and
more stable implicit formulations �e.g., alternating direction im-
plicit method used by Ling et al. �24��, the present algorithm was
sufficiently stable to produce results in a reasonable timeframe for
this study. The size of elements in the y and z-directions corre-
sponded to the size of IR camera data pixels �roughly 0.5
�0.5 mm2�. Grid refinement below 0.5 mm was not attempted
since the surface temperature data were not available in a finer
resolution. The effect of a coarser spatial resolution on the accu-
racy of the technique is addressed later. The rough surface topol-
ogy necessitated a variable x-dimension for the 3D cells, though
the 
x cell size was held to no larger than 16% of 0.5 mm. For
this size grid, stability was ensured using a time step of 0.0625 s

or smaller. Since the IR surface temperature data were acquired in
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s intervals, the Ts�y ,z , t� maps were linearly interpolated in time
o provide data at the smaller time step necessary for stability. The
hickness of the roughness panel was 25.4 mm at its thickest
oint. It was fabricated from acrylic using a computer numerically
ontrolled �CNC� mill, as discussed by Bons et al. �25�. The
oughness topology was measured using a contact surface profilo-
eter. The scaled surface was then milled with a conical counter-

ink tool that matched the 90 deg cone shape of the profilometer
tylus. The thermophysical properties, thermal conductivity ���,
nd thermal diffusivity ��=� /	cp� for the acrylic panel material
ere determined experimentally by Thermal Properties Research
aboratory at Purdue University using a transient heat transfer

echnique. The measurements yielded the following values: �
0.196 W /m K�6% and cp=1330 J /kg K�3%. The plastic
ensity is 1188 kg /m3�2%.

Due to the low thermal diffusivity of the acrylic, test times
horter than 5 min yield a Fourier number �Fo=�t / l2� less than
/16, which is the semi-infinite limit. This confirmed the use of
he semi-infinite conduction assumption in the 1D data processing

ethod. Thus, the back panel and sides of the 3D finite-volume
omain were prescribed with an adiabatic boundary condition.
he present formulation did not account for property variations
ith temperature, though this refinement could be added through
qs. �5�–�7�. Before evaluating the heat transfer on the rough
late, a smooth test plate of comparable thickness and material
as installed for validation of the two processing techniques. The

rea-averaged smooth plate St value was found to be within 1% of
standard correlation. Repeatability was within �3% and bias

ncertainty was estimated at �0.00015 for the smooth plate mea-
urement of Sto=0.00228 at ReL=750,000.

esults and Discussion
The importance of lateral conduction can be illustrated by com-

aring the predicted qs�t� history for a 3D finite volume analysis
ith that obtained using the 1D technique. Figure 2 shows Ts�y ,z�

Fig. 1 Rough surface topology showing s
nd Ts�y , t� data taken on the roughness panel shown in Fig. 1

ournal of Heat Transfer
using a FLIR Thermacam SC 3000 IR camera. Figure 2�a� is the
surface temperature map taken at t=50 s. The panel was sub-
jected to an instantaneous hot gas flow ��T�−Tinit��23 K� at a
time of t=3 s, as shown in the time history plot �Fig. 2�b��. The
flow direction was in the negative y-direction and the boundary
layer was tripped turbulent, with a flow Reynolds number of
750,000 at the roughness panel center. The boundary layer mo-
mentum thickness at the roughness panel was approximately 30%
smaller than the maximum peak to valley height of the roughness
�3.5 mm�.

The IR camera has a sensitivity of 0.03°C �at 30°C� and was
focused on a 67 mm�cross stream��83 mm�streamwise� field
of view. During testing, Bons et al. �25� discovered that the infra-
red measurement was sensitive to the temperature of the surfaces
surrounding the roughness panel. This occurred because some of
the radiation that was incident on the camera originated from the
wind tunnel enclosure and was reflected off the roughness panel.
The magnitude of this component of radiation varied as a function
of the tunnel wall temperature. The FLIR software accounts for this
by allowing the user to specify the ambient enclosure temperature.
Since the heat transfer test was transient, this input was adjusted
in postprocessing to track the time-varying tunnel wall tempera-
ture. Also, six 50 m bead diameter thermocouples were flush
mounted to the acrylic panel to verify the IR surface temperature
measurement. This allowed calibration of the camera to within
�0.3°C of the initial surface temperature �Tinit�.

As expected, Figs. 2�a� and 2�b� show hot and cold spots at
locations corresponding to peaks and valleys �respectively� on the
surface topology map in Fig. 1. The roughness peaks exhibit a
faster temperature response due to elevated convective heat trans-
fer from the hot gas flow and higher air temperatures further from
the wall in the thermal boundary layer. Figures 3�a� and 3�b� show
time averaged qs�y ,z� over the period 80� t�100 s calculated
using the 1D and 3D methods. The figures show that the local qs
peaks are more pronounced in the 3D result compared with the 1D

e of finite volume grid taken at z=38 mm
analysis. This finding can be understood by revisiting the finite
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olume grid shown in Fig. 1. In the 3D analysis, a local surface
ot spot �e.g., due to a roughness peak� will create a higher tem-
erature �T1,j,k� cell just beneath the surface. This will in turn
stablish gradients for lateral heat flow to the cooler neighboring
j�1,k�1� cells. By conservation of energy, these lateral con-
uction losses must be offset by higher qs to the surface hot spot.
he 1D heat flow model does not include these lateral “losses”
nd thus underpredicts the surface heat flux to the hot spots for the
ame surface temperature history. Explained another way, to cre-
te the same surface temperature history at a localized hot spot, a
D conduction model must impose a larger surface heat flux since
fraction of the heat absorbed by the solid surface is conducted

Fig. 2 Surface temperature maps for rough s
=50 s and „b… Ts„y , t… at z=38 mm; temperatures

Fig. 3 Time-averaged „80< t<100 s… surface hea

method for rough surface

11301-4 / Vol. 131, JANUARY 2009
laterally compared with the 1D model where the only available
path for heat flow from the surface is directly into the solid. This
effect is only slightly subdued by the physical isolation of the
peaks, which curtails the lateral conduction somewhat ��5%�
compared with a flat surface with the same local hot spot. A
similar analysis shows the opposite trend for cold spots, for which
the 1D analysis overpredicts the qs. For a clearer quantitative
comparison, Fig. 4 plots a line of surface heat flux taken from
both contour maps in Fig. 3 �at z=38 mm�. The 3D prediction of
qs shows a peak-to-valley variation that is four to five times that
of the 1D method �e.g., from 5�y�10 mm�.

The surface heat flux data from both the 1D and 3D calculation

ce measured with IR camera: „a… Ts„y ,z… at t
kelvins

ux maps, qs„y ,z…, from „a… 1D method and „b… 3D
urfa
in
t fl
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ethods are area averaged and plotted versus time in Fig. 5. �For
onsistency, area-averages are computed using the rough topology
or the 3D method and the flat planform area for the 1D method.�
ote that the area-averaged surface heat flux for the 3D method is

educed from the value predicted by the 1D method. This result is
nexpected since conservation of energy would seem to suggest
hat the area-averaging should even out the spatial variations in qs
ue to lateral conduction. However, the conservation of energy
pplies to the actual heat transfer, Q, rather than the heat transfer
er unit area �flux�, qs. When accounting for the irregular surface
opology in the 3D analysis, the Ts�y ,z , t� history is imposed over
larger surface area than in the 1D case �see schematic in Fig. 6�.
his contributes to a higher initial heat load �Q=qA� into each of

ig. 4 Time-averaged „80< t<100 s… surface heat flux, qs„y…,
rom 1D method and 3D method for rough surface „z
38 mm…

ig. 5 Area-averaged surface heat flux history from 1D
ethod, 3D method for rough surface, and “area-adjusted” 3D
ethod for rough surface

able 1 Area-averaged Stanton numbers for various models. D
m, and 2 mm…. Time averaged data from 80< t<100 s.

Roughness grid
spatial resolution

0.5 mm
�matches IR camera�

0.5 mm
�matches IR ca

Area-averaged
Stanton number

% St incre
from smoo

plate St
mooth wall result
Bons et al. �21�� 0.00228 0
ough surface, 1D 0.00265 16.0%
ough surface, 3D 0.00256 12.5%
ough surface, 3D area adjusted 0.00274 20.0%
ournal of Heat Transfer
the surface cells. This additional Q must still be conducted into
the solid with the same thermal properties ��� as the 1D method.
Consequently, the additional Q builds up in the first few cells near
the surface and the rough surface finite-volume calculates a lower
area-averaged qs�t� than the 1D model using the same Ts�t� data.
In essence, the temperature of the first few layers of cells in-
creases more rapidly due to the larger net Q in the rough surface
model. Thus, it would take an even more rapid transient T�t� rise
to yield the same area-averaged qs prediction for the rough surface
as for the smooth surface.

If the transient IR technique is used to obtain an area-averaged
Stanton number for a rough surface to be compared with a corre-
sponding smooth surface, the result in Fig. 5 must be interpreted
carefully to make an accurate comparison. From an engineering
perspective, the parameter of interest is usually the rate at which
heat penetrates down into the solid rather than the “per unit area”
heat transfer at the surface. Unfortunately, Stanton number is
based on the latter �St=qs /	cpU��T�−Ts��. Thus, the area-
averaged St result from the transient 3D conduction model should
be multiplied by the ratio of wetted-to-planform surface area
�Swet /Sflat� to accurately account for the rate of heat transfer to the
solid. For the rough surface representation employed in this study
�Swet /Sflat=1.063�, the difference is shown in Fig. 5 and in Table
1. The “area-adjusted” St value predicts approximately 60% more
heat transfer augmentation than does the unadjusted 3D result for
the rough surface compared with the smooth St value of 0.00228
for this Reynolds number �columns 2 and 3�.

Since the area-adjusted Stanton number for the rough surface in
Table 1 is a function of the Swet /Sflat ratio, the result depends on
the spatial resolution of the surface roughness topology. The
roughness panel employed in this study was milled from an
acrylic sheet using a CNC mill with a data resolution of 0.4 mm in
both the y and z surface coordinates. This is very close to the 0.5
mm spatial resolution of the IR camera used for the heat transfer

Fig. 6 Schematic showing section of 3D finite volume grid for
smooth versus rough surface

from three different roughness spatial resolutions „0.5 mm, 1

ra� 1 mm 1 mm 2 mm 2 mm

Area-averaged
Stanton number

% St increase
from smooth

plate St
Area-averaged

Stanton number

% St increase
from smooth

plate St

0.00228 0 0.00228 0
0.00265 16.2% 0.00265 16.2%
0.00261 14.5% 0.00263 15.4%
0.00269 18.0% 0.00267 17.1%
ata

me

ase
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easurement. To produce the topology map shown in Fig. 1, the
aw height data used by the CNC mill were resampled at a 0.5 mm
esolution before being used in the finite-volume calculation. Thus
he IR and surface topology maps are perfectly matched. If, how-
ver, the surface roughness data were on a coarser spatial grid
han the IR camera resolution, the surface data could be interpo-
ated to match the IR camera resolution. Of course, the interpola-
ion process may not account for the true wetted surface area and
ould lose some of the accuracy of the local heat transfer spatial
ariation. To demonstrate the magnitude of the effect of this in-
erpolation process, the 0.5 mm resolution surface height data
ere resampled at 1 mm and again at 2 mm spatial resolution. In

ach case, the coarse grid was then linearly interpolated back to
he 0.5 mm spatial grid to match the IR camera resolution. Doing
o reduced the wetted surface area from Swet /Sflat=1.063 for the
riginal �0.5 mm resolution� surface to Swet /Sflat=1.033 and 1.015
or the 1 mm and 2 mm resolution surfaces, respectively. The
orresponding area-averaged results for Stanton number are
hown in Table 1. As the wetted surface area decreases, both the
rough surface 3D” and the “rough surface 3D area-adjusted” re-
ults converge to the “rough surface 1D” values. This is as ex-
ected since the process of linearly interpolating from a coarser
nd coarser mesh eventually approaches the smooth surface limit.
nce the surface roughness has been smoothed out, accounting

or lateral conduction does not change the area-averaged St from
he 1D case. Lateral conduction alone redistributes energy but
oes not increase the area-averaged heat transfer.

For the data shown in Table 1, the spatial resolution of the
oughness topology is equal to or coarser than the IR camera
patial resolution. It is perhaps more common that the IR spatial
esolution would be coarser than the surface topology variations.
n this case, the IR camera will register a single average tempera-
ure for a region that may, in fact, be represented by multiple
ontiguous cell-faces in a finite volume representation. Because of
he lack of adequate spatial resolution in the temperature map, the
D transient technique will be subject to the same “smoothing”
rror that occurred from the coarser roughness height representa-
ions evaluated in Table 1 �i.e., the area-averaged St will be un-
erpredicted�. Linearly interpolating the temperature data onto a
ner grid to correct for this will recover some but not all of the

ost measurement fidelity.
One additional roughness feature that must be considered when

erforming an optical surface temperature evaluation such as this
s the surface angularity. When imaging a radiating surface at an
ngle other than normal ��=0�, it must be ensured that the radi-
sity is independent of direction �i.e., that the radiation obeys
ambert’s law�. Lambert’s law is derived for diffuse “gray” sur-

aces but holds reasonably well for “real” surfaces up to a � angle
f 60 deg. Beyond this, the directional emittance drops off appre-
iably �14�. Thus, optical surface heat flux measurement tech-
iques are not suitable for rough surfaces with high surface angu-
arity. For the surface used in this study, the maximum surface
ngularity was 62 deg with a mean surface angle of 10.2 deg.
lso, a high surface emissivity is desirable since this reduces the
ercentage of surface radiation that is due to reflections from
eighboring surface cells. The emissivity for the acrylic surface in
his study was 0.9, though this drops considerably at high angles
ompounding the surface angularity problem. Lower emissivity
urfaces combined with high surface angularity will tend to smear
ut spatial temperature variations due to reflected radiation sensed
y the IR camera.

Though the 3D finite volume technique coupled with the tran-
ient IR method provides greater measurement accuracy, it does
o at significant computational cost. Due to the smaller time step
equired for stability in the present implementation, the finite-
olume method increases the computational time by a factor of
ver 500. Also, the 1D method requires no detailed knowledge of
urface topology, while the 3D finite-volume method must have

n accurate surface topology that is correctly positioned relative to

11301-6 / Vol. 131, JANUARY 2009
the IR camera image. This added cost and complexity may not be
warranted for the modest increase in accuracy for the area-
averaged St measurements shown in Table 1. However, if accurate
spatial resolution of St �or qs� is desired, the data shown in Figs. 3
and 4 leave little doubt that the 1D approximation method is not
suitable for rough surfaces.

Summary and Conclusions
The effect of lateral conduction on convective heat transfer pre-

dictions using the transient infrared technique over a rough sur-
face is evaluated. Comparisons are made between a full 3D finite
volume analysis and a simpler 1D transient conduction model.
The randomly rough surface is a scaled model of actual surface
deposits generated in a gas turbine flowfield. The surface tempera-
ture time history was measured with a high resolution infrared
camera during an impulsively started hot gas flow over the rough
test plate at a flow Reynolds number of 750,000. The boundary
layer was turbulent with the peak roughness elements protruding
just above the boundary layer momentum thickness. Based on the
analysis, the following conclusions are made.

1. The 1D model is not suitable for measurements of local
surface heat flux �or St� around roughness elements. Ne-
glecting lateral conduction can lead to a factor of 5 under-
estimate of the peak-to-valley variation of surface heat flux
over the rough surface.

2. Care must be taken in making area-averaged St measure-
ments of rough surfaces using optical methods. The wetted-
to-flat surface area ratio �Swet /Sflat� must be multiplied by
the resultant area-averaged St from the 3D model in order to
properly account for the heat transfer augmentation due to
roughness. If not, the error in predicted augmentation could
exceed 50%. It is inaccurate to simply multiply the area-
averaged St result from a 1D analysis by the wetted-to-flat
surface area ratio. This correction must only be performed
with the 3D model result. This conclusion is valid for both
transient and steady-state measurement techniques.

3. For accurate surface heat flux prediction using the 3D finite
volume model, the spatial resolution of surface temperature
should match that of the surface topology. If not, tempera-
ture smoothing and loss of wetted area can result in inaccu-
rate predictions.

4. Surface angularity of the roughness elements must not ex-
ceed 60 deg in order to assume a diffuse radiosity indepen-
dent of direction and to limit temperature smoothing due to
roughness element cross-radiation.

In summary, transient St measurement over rough surfaces
must be performed with significant care in order to produce accu-
rate measurements of both local and area-averaged heat transfers.

Acknowledgment
The author would like to acknowledge several students who

assisted in the collection of these data: James Wammack, Jared
Crosby, and Daniel Fletcher. Dr. Brent Webb and Dr. Thomas
Fletcher �both at Brigham Young University� contributed substan-
tially to the analysis portion of this document. Their comments
and encouragement are gratefully acknowledged.

Nomenclature
A � finite volume cell surface area

Fo � Fourier number ��t / l2�
L � distance from the wind tunnel leading edge to

the center of the roughness panel
Q � heat flux

ReL � Reynolds number �U�L /��
S � roughness panel surface area

St � Stanton Number, hc / �	cpU��

T � temperature
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U � velocity
V � cell volume
cp � specific heat at constant pressure
dt � time step
hc � convective heat transfer coefficient

l � panel thickness
q � heat flux per unit area
t � time
x � direction into solid from the surface
y � upstream direction along the surface
z � cross stream direction along the surface
� � thermal diffusivity �� /	cp�


x � cell dimension in the x-direction

t � time step
� � thermal conductivity

� fc � film cooling effectiveness
� � kinematic viscosity
� � local surface angularity
	 � density
� � dummy time integration variable

ubscripts
coolant � coolant property

flat � planform �flat� surface area
fluid � fluid property

i � summation index
i � x direction cell index

init � initial condition �t=0�
j � y direction cell index
k � z direction cell index
n � summation limit
n � time index
s � solid surface adjacent to the fluid

s, cond � conductive surface heat flux
s, conv � convective surface heat flux

s, rad � radiative surface heat flux
wet � wetted surface area

� � freestream value
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Transient Method for Convective
Heat Transfer Measurement With
Lateral Conduction—Part II:
Application to an Isolated
Spherical Roughness Element
The effect of lateral conduction on convective heat transfer measurements using a tran-
sient infrared technique over an isolated spherical roughness element (bump) is evalu-
ated. Comparisons are made between a full 3D finite-volume analysis and a simpler 1D
transient conduction model. The surface temperature history was measured with a high
resolution infrared camera during an impulsively started hot-gas flow at a flow Reynolds
number of 860,000. The boundary layer was turbulent with the bump heights equivalent
to 0.75, 1.5, and 3 times the boundary layer momentum thickness. When considering
transient conduction effects only in the bump wake, the 1D approximate method under-
estimates the actual Stanton number estimated with the 3D model. This discrepancy is
only 10% for a 75% change in St number occurring over a surface distance of 10 mm
(the half-width of the wake). When the actual bump topology is accounted for in estimat-
ing the Stanton number on the bump itself with the 3D analysis technique, the increased
surface area of the finite-volume cells on the protruding bump actually decreases the
predicted value of St locally. The net result is that the two effects can cancel each other,
and in some cases the 1D approximate technique can provide a reasonably accurate
estimate of the surface heat transfer without the added complexity of the 3D finite-volume
method. For the case of the largest bump tested, with maximum surface angularity ex-
ceeding 60 deg, the correction for 3D topology yields a 1D St estimate that is within
20–30% of the 3D estimate over much of the bump surface. These observed effects are
valid for transient measurement techniques while the opposite is true for steady-state
measurement techniques. �DOI: 10.1115/1.2976785�

Keywords: transient heat transfer measurement, bump roughness
Introduction/Background
Understanding the effect of surface roughness on fluid flow and

eat transfer is critical for a multitude of engineering devices.
nvironmental factors such as icing on airfoils, sand erosion in
elicopter engines, deposits in industrial piping and pumps, and
oating removal �spallation� in gas turbines can produce unaccept-
ble performance loss and accelerated maintenance intervals. For
early a century, roughness models have been employed in labo-
atory testing to study the effect of operationally induced surface
oughness. For example, sand, powders, and screens have been
sed to simulate rough �as manufactured� surfaces in piping,
umps, and turbines �1–3�. Other researchers have used distrib-
ted cylinders �4,5�, spherical segments �6–8�, cones �9,10�, and
edestals �11� to represent icing, salt deposits, or surface erosion.
s outlined in the companion �Part I� paper �12�, optical methods

re often employed to nonintrusively measure heat transfer aug-
entation for rough surfaces. The increased spatial resolution af-

orded by optical methods necessitates careful treatment of sur-
ace nonuniformities, particularly for the case of transient optical
easurements. The companion paper outlines a method of ac-

ounting for three-dimensional conduction and rough surface ef-
ects in the determination of local surface heat flux from transient
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eived May 19, 2008; published online October 15, 2008. Review conducted by

autam Biswas.

ournal of Heat Transfer Copyright © 20
optical surface temperature measurements. The purpose of this
Part II study is to provide a well-defined test case for evaluating
the relative importance of the two effects addressed in the com-
panion paper, i.e., lateral conduction and rough surfaces. An iso-
lated spherical bump mounted to a smooth-wall was employed
since it is a canonical three-dimensional structure that has been
studied by many others �6–8,13,14� and thus provides a good test
case for this refined transient infrared �IR� procedure.

2 Analytical Development
The full analytical development of the transient IR method is

included in the Part I paper. As a brief summary, the traditional 1D
transient method uses Duhamel’s superposition method to calcu-
late the surface heat flux for a specified surface temperature his-
tory. It assumes that the test article is a semi-infinite solid at con-
stant temperature at the start of the transient. As indicated by its
moniker, the 1D method neglects lateral conduction, instead treat-
ing the surface temperature history imaged on each pixel of the IR
camera as an isolated 1D heat conduction normal to the surface
being imaged. This assumption permits rapid postprocessing of
even the most dense IR camera pixel arrays since the analytical
solution involves only a simple summation of the temperature step
responses. The 3D method introduced in Part I discretizes the
solid domain using a finite-volume method. The surface heat flux
distribution �and eventually Stanton number� is determined from
the surface temperature history using a three-dimensional un-

steady conduction finite-volume algorithm with time-varying

JANUARY 2009, Vol. 131 / 011302-109 by ASME
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oundary conditions. The time-varying surface heat flux is calcu-
ated from the surface normal temperature gradient in the solid.
he finite-volume implementation employed for this spherical
ump study uses the same nominal 0.5 mm cell dimensions,
atching the spatial resolution of the IR camera. The same grid

eneration algorithm, discretization scheme, and time stepping
rocedures are employed in both Part I and Part II studies.

Experimental Facility
A schematic of the research facility used for this study is shown

n Fig. 1. The open loop wind tunnel uses a main-flow blower to
rovide a nominal mass flow of 2 kg/s to the test section. A heat
xchanger at the main-flow blower discharge can be used to vary
he flow temperature from 20°C to 50°C. Flow conditioning
ownstream of the heat exchanger yields 2D flow uniformity of
0.4% in velocity and �1°C over the center 0.18 m of the test

ection span. The freestream turbulence level in the wind tunnel is
.7%. At 1.52 m from the conditioning plenum exit, a knife-edge
oundary layer bleed with suction removes the bottom 2.7 cm of
he growing boundary layer. The top wall of this final section
ivots about its forward end in order to adjust the pressure gradi-
nt in the tunnel. For the tests presented here, the wall was ad-
usted to produce zero freestream acceleration over the test panel.
t 2.5 cm from the boundary layer suction point, a 2 mm diameter

ylinder spans the test section to trip the boundary layer to turbu-
ent. The bump under study is located 1.18 m from the boundary
ayer suction point, as shown in the figure.

Three different sized spherical segments �“bumps”� were milled
nto three separate 2.54 cm thick acrylic panels with the same
hermal properties as the panels used in Part I: k
0.196 W /m K�6% and cp=1330 J /kg K�3%. The plastic
ensity is 1188 kg /m3�2%. To study the effect of increasing
urface angularity on the transient IR measurement technique, the
umps were milled with constant base diameter �20 mm� but with
arying heights: 2 mm, 4 mm, and 8 mm. The corresponding
phere radii are shown in Table 1 along with the maximum surface
ngularity at the edge of the bump. The maximum angularity of
he 8 mm bump just exceeds the upper limit of the hemispherical
mittance criterion ��60 deg� established in Part I.

Fig. 1 Facility used for bump study

Table 1 Bump geometry

ump height
k� �mm�

Bump base
diameter �mm�

Sphere
radius �mm�

Maximum surface
angularity �deg�

2 20 26 22
4 20 14.4 44
8 20 10.25 73
11302-2 / Vol. 131, JANUARY 2009
Freeestream flow velocity was measured using a Pitot-static
probe with a colocated flow thermocouple with 0.13 mm bead
diameter for flow temperature measurement. The two instruments
are positioned at midspan just outside the boundary layer and
downstream of the test panel during transient testing. A second
thermocouple was located upstream of the test panel and farther
away from the wall in the freestream, as shown in Fig. 1. Uncer-
tainty in the velocity measurement was within �1.5% at flow
rates of interest.

A boundary layer Pitot probe with a colocated 0.13 mm bead
diameter flow thermocouple was used to determine the boundary
layer mean velocity and the thermal profiles at the bump location.
Figure 2 shows the mean boundary layer profile relative to the
three bump heights �k /� is shown to scale where ��24 mm�. A
turbulence �urms /umean� profile measured with a hot-wire anemom-
eter is also shown. The boundary layer momentum thickness of
this turbulent boundary layer is approximately 2.7 mm at the
bump location �measured without the bump installed�. The shape
factor is 1.35, with a variability of �0.01 over the center 80 mm
of the wind tunnel. The maximum bump height is roughly three
times the momentum thickness. All three bumps are concentrated
in a region of steep velocity �and thermal� gradients as well as
elevated turbulence levels.

For the heat transfer measurements, a FLIR Thermacam SC
3000 infrared camera system is mounted with the lens fit into a
hole in the acrylic ceiling of the tunnel. The camera has a sensi-
tivity of 0.03°C �at 30°C� and allows frame rates of approxi-
mately 1 Hz with 240�320 pixels. The test procedure is as fol-
lows. The entire test section was maintained at room temperature
for several hours before testing. Using the main-flow heat ex-
changer, a hot-gas air flow �50°C� was then diverted instanta-
neously through the tunnel from an adjacent duct. The time-
varying freestream velocity and temperature, as well as the
average surface temperature �with the IR camera�, were monitored
for a period of 4 min. The analysis technique accounts for the
variable freestream velocity and temperature, as described in the
Part I paper �12�. The radiative heat flux from the test plate to the
surrounding tunnel walls was always less than 1% of the calcu-
lated convective heat flux. The smooth-plate area-averaged St
value was found to be within 3% of a standard correlation. Re-
peatability was within �5% and bias uncertainty was estimated at
�0.00015 for the flat-plate measurement of Stflat=0.00225 at
ReL=860,000.

4 Results and Discussion
Figure 3 shows a typical temperature pattern measured by the

Fig. 2 Velocity and turbulence profiles relative to bump height
IR camera for the 8 mm bump during the hot flow transient. The
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ow is from left to right. The position of the bump is noted on the
emperature map with the white circle. The plot axes are normal-
zed by the bump base radius R=10 mm and centered on the
ump. Note the high temperature at the bump leading edge fol-
owed by low temperatures on the trailing edge. Also, the bump
ake shows elevated temperature levels relative to the unper-

urbed flow at the top and bottom of the image. When the full time
eries of temperature maps �e.g., Fig. 3� is evaluated using the 1D
uperposition technique, the Stanton number distribution shown in
ig. 4�a� is produced. Processing the same data set with the 3D
nite-volume technique yields a slightly different St map �Fig.
�b��. Note the background value of Stanton number outside the
ump-affected region in Fig. 4 closely approximates the flat-plate
orrelation value of 0.00225. This “unperturbed” St value was
sed to normalize the data field in the discussion that follows.

To more effectively evaluate the relative importance of lateral
onduction and surface curvature effects on heat transfer calcula-
ions using the transient IR technique, St maps �e.g., Fig. 4� for
ach bump height were further interrogated as follows. First, each
t map was normalized by the average unperturbed Stanton value
t the upper and lower edges of the IR viewing window. This
ormalization eliminated the measurement uncertainty related to
he plastic properties and allowed direct comparison with previous
ork by Henry et al. �8�. The normalized St data for all three
umps were then plotted along the streamwise bump line of sym-
etry �x /R=0� and along a spanwise line through the wake

z /R=2�. The wake line of data is in a region of high temperature
radients without surface curvature while the line of symmetry
x /R=0� has both strong temperature gradients and regions of
aximum surface curvature. Figure 5 shows the normalized St

ata along the symmetry line. Each bump test was conducted at
east twice, thus the data in Fig. 5 represent the average of mul-
iple tests. The results from both the 3D finite-volume analysis and
he 1D approximate technique are shown for comparison. Figure 5
lso contains experimental data from Ref. �8� for a similar spheri-
al bump configuration �k /R=0.92 for Ref. �8� versus k /R=0.8
or the 8 mm bump in the present study� immersed in a turbulent
oundary layer �k /��0.4 and ReL�500,000 for Ref. �8� versus
/��0.33 and ReL�860,000 for the 8 mm bump�.
Because of the comparable flow conditions, the data of Henry

Fig. 3 Surface temperature map for 8 m
t al. �8� exhibit strong similarities with the 8 mm bump data. The

ournal of Heat Transfer
upstream effect begins at z /R=−2 and the augmented heat transfer
levels in the wake are nearly matched. Both data sets also show
the peak heat transfer on the leading edge at z /R=−0.5, with a dip
in heat transfer on the leeward side of the bump. The two data sets
do not agree on the peak augmentation level �St /Stflat=2.7 for the
present study versus 2.1 from Ref. �8��. This discrepancy may be
due to the different experimental methods employed. Henry et al.
�8� used a steady-state IR camera measurement of the surface
temperature to calculate the heat transfer augmentation due to the
bump. By irradiating the surface with a constant heat flux source
�heat lamps� and neglecting radiation losses and conduction
within the bump, the authors concluded that the perturbed-to-
unperturbed heat transfer coefficient ratio �St /Stflat� was approxi-
mately equal to the temperature ratio �Tflat-Tinf� / �T-Tinf� �where T
is the local surface temperature and Tflat is the unperturbed surface
temperature to the side of the bump�.

McClain et al. �13� re-evaluated the assumptions invoked by
Henry et al. �8� and used a 2D boundary layer code with a
discrete-element model for the extended-surface �bump� to show
that conduction within the bump has a non-negligible effect on the
St /Stflat values calculated by Henry et al. �8� The model results of
McClain et al. �13� shown in Fig. 5 exhibit twice the peak heat
transfer augmentation of the estimate of Henry et al. �8� by ac-
counting for this �and other� corrections. Because the model of
McClain et al. �13� is only 2D, it does not account for St varia-
tions around the bump, thus it erroneously produces a symmetric
distribution about z /R=0. The 3D finite-volume transient IR
method used to process the IR data in the present study properly
accounts for conduction inside the bump and thus calculates a
similarly higher St /Stflat ratio than that reported by Henry et al.
�8�. Since the bump dimensions and flow conditions used in these
two separate studies are not identical, it is not expected that the
calculation of McClain et al. �13� should match the present data
exactly. However, upon further analysis, two of the assumptions
made by McClain et al. �13� are likely to contribute to the over-
prediction shown in Fig. 5. First, McClain et al. �13� assumed that
the momentum in the incident turbulent boundary layer is redi-
rected around the bump but not over it. The local Nusselt number
value for a given elevation on the bump is then calculated from

ump measured with IR camera „t=50 s…
m b
the equivalent Reynolds number �ReD=D�y�u�y� /v� at the corre-

JANUARY 2009, Vol. 131 / 011302-3
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ponding height �y� on the bump. If properly accounted for, the
ow over the bump would tend to reduce the local ReD at a given
levation due to the three-dimensional relieving effect and thus
ecrease the predicted Nu�y� �and subsequently St /Stflat� from the
alues shown in Fig. 5. Second, McClain et al. �13� approximated
he bump as an extended-surface and thus treated only tempera-
ure gradients in the wall normal �y� direction. This artificially
onstrains conduction within the bump to occur in the y direction
nly, creating a greater resistance to heat flow than what actually
ccurs in the bump. Because the bump is relatively squat �k /R
1� compared with a typical extended-surface cooling fin, the

eat flow is more three-dimensional and the bump can accommo-
ate more heat flow than a narrow fin. Relaxing this assumption
ould also reduce the St /Stflat predicted by McClain et al. �13� in

Fig. 4 Time-averaged „80< t<
ig. 5.

11302-4 / Vol. 131, JANUARY 2009
Referring to the 3D method centerline data in Fig. 5, the heat
transfer behavior on the leading �windward� half of the bump
shows a monotonic �though not linear� increase in St with bump
height. Both the heat transfer peak at z /R=−0.5 and the upstream
influence �−2�z /R�−1� increase as the bump height increases
from 2 mm to 4 mm to 8 mm. The leeward side of the bump is a
region of diffusing flow with potentially separated or stagnant
fluid that exhibits a significantly reduced heat transfer compared
with the windward surface. For the 2 mm bump, the heat transfer
near the trailing edge interface with the smooth-plate is nearly
40% lower than for the unperturbed region �St /Stflat=0.6�. As the
bump height is increased to 4 mm and then 8 mm, it is likely that
unsteady shedding of vortices in the wake of the bump �the effec-
tive Reynolds number ReD based on the 20 mm bump base diam-

0 s… St maps for 8 mm bump
10
eter is approximately 10,000� is responsible for an increase in
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t /Stflat above unity. The 8 mm bump leeward heat transfer actu-
lly shows a local peak at z /R=0.8 before St /Stflat drops just
elow unity immediately after the bump trailing edge. Also, the
eak wake augmentation location migrates downstream between
he 4 mm and 8 mm data �z /R=2–2.5�—indicating a later reat-
achment point for the separated flow with the larger bump height.

Comparing the 3D and the 1D method results presented in Fig.
, the 1D analysis deviates from the more accurate 3D analysis
rimarily in the vicinity of the bump itself. In the bump wake
z /R�1�, the 1D method underestimates the St /Stflat ratio only
ear the peak of the curves where the temperature gradients are
ost severe. On the bump itself, the 1D analysis underestimates
t at the leading edge peak for the 2 mm bump yet overestimates
t in the same region for the 8 mm bump. The leeward drop in St

s underestimated by the 1D method for both the 2 mm and 8 mm
ases. Curiously, the 4 mm case appears to display no significant
ifference between the two analysis methods—seemingly render-
ng the more time-intensive 3D method completely unnecessary.
his apparently random variation in the error between the 1D and

he 3D methods actually signals the strong interplay between the
emperature gradient and the surface angularity effects on the 3D
ransient conduction analysis. This is easier to see when evaluat-
ng the difference between the two analysis methods in a region
here only temperature gradients are present, i.e., the bump wake.
Figure 6 shows the heat transfer augmentation ratio �St /Stflat�

or both the 3D and 1D analysis methods along a cross-stream line
hrough the bump wake, one diameter downstream of the bump
enter �z /R=2�. The abrupt change in the peak level of heat trans-
er augmentation between a bump height of 2 mm and 4 mm
learly signals a change in flow behavior. The 2 mm bump resides
n the lower 10% of the boundary layer thickness, and the wake is
ue to incomplete diffusion of the flow as it expands to fill the
oid behind the leeward face of the bump. The peak heat transfer
or the 2 mm bump is at the centerline �x /R=0�, indicating the
egion of maximum separation extent before reattachment. By
ontrast, both the 4 mm and 8 mm bump data exhibit a double
eak in heat transfer about the bump centerline. This suggests the
xistence of secondary flow structures such as horseshoe vortices
nd/or unsteady vortex shedding such as what occurs behind a
ylindrical obstruction protruding from the wall �15�.

In all three cases shown in Fig. 6, the 1D approximate method
nderestimates the peak heat transfer augmentation by 5–10% in
egions of steep temperature gradients. The reason for this error
as identified in the Part I paper �12�. Essentially, a local surface

ig. 5 Time-averaged „80< t<100 s… Stanton number ratio
long the bump centerline „x /R=0… for all three configurations:
D and 1D method results shown. Also, data from Henry et al.
8‡ and 2D computation from McClain et al. †13‡.
ot spot �e.g., due to a wake unsteadiness� will create a higher

ournal of Heat Transfer
temperature in the cell just beneath the surface. In the 3D analysis,
this will in turn establish gradients for lateral heat flow to the
cooler neighboring �j�1,k�1� cells. By conservation of energy,
these lateral conduction losses must be offset by higher qs from
the surface �to maintain the higher temperature of the hot spot�.
Thus, accounting for the lateral conduction produces a higher lo-
cal St estimate. The 1D heat flow model does not include these
lateral “losses” and thus underpredicts the surface heat flux to the
hot spots for the same surface temperature history. This effect
only occurs in regions where the local St gradient is changing
rapidly with x �or z�. For such cases, the �2T /�x2 and �2T /�z2

terms neglected in the 1D transient conduction analysis presented
in the Part I companion paper are significant enough to warrant
consideration. As a rule of thumb, for both the 4 mm and 8 mm
bumps, a 75% change in St predicted by the 1D method over one
bump radius �10 mm� produces a 10% maximum error between
the 1D approximate technique and the more complex 3D analysis.
The 2 mm data suggest that with only half of that St increase
�30%�, the maximum error is roughly halved as well �5%�.

When the lateral conduction and the curved bump surface are
both properly accounted for in the transient IR analysis, the two
effects on St estimation are competing. In regions of steep tem-
perature �heat transfer� gradients, such as the bump leading edge,
the 1D analysis would be expected to underestimate the local St as
it did in the bump wake �Fig. 6�. However, accounting for the
protrusion from the surface has the effect of isolating the finite-
volume cells that are located in the bump. With a more con-
strained lateral conduction path, the effect of lateral conduction is
muted. In addition, when accounting for the curved surface topol-
ogy, the surface temperature history is imposed over a larger sur-
face area than in the flat-surface 1D analysis. This contributes to a
higher initial heat load �Q=qA� into each of the surface cells on
the bump. This additional Q must be conducted into the solid with
the same thermal properties ��� as the 1D method. Consequently,
the additional Q gets restrained in the first few cells near the
surface and, the 3D finite-volume method calculates a lower qs
than the approximate 1D model using the same Ts data. In es-
sence, the temperature of the first few layers of cells in the bump
increases more rapidly due to the larger net Q in the 3D model.
Thus, it would take an even more rapid transient T�t� increase on
the curved bump to yield the same qs prediction as for the flat-
surface 1D analysis.

This effect is illustrated in Fig. 7, which includes a 3D finite-
volume calculation result obtained using a completely flat-surface
�i.e., neglecting the surface curvature of the bump altogether�

Fig. 6 Time-averaged „80< t<100 s… Stanton number ratio
across bump wake „z /R=2… for all three configurations: 3D and
1D method results shown
compared with the 8 mm results repeated from Fig. 5. As ex-
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ected, since this “flattened” calculation only accounts for lateral
onduction effects, it estimates a higher peak St /Stflat ratio com-
ared with the 1D approximate technique �similar to the wake
esult in Fig. 6�. The “error” �i.e., the difference between the ap-
roximate 1D result and the flattened 3D result� is as high as 40%
n the region −1�z /R�−0.5 where the temperature map �Fig. 3�
hows the steepest gradients. When the bump curvature is ac-
ounted for, the result is a dramatic drop in the estimated St in
egions of high surface angularity �i.e., −1�z /R�−0.5�. For the
mm bump, the effect is large enough to drop from the flattened

D St result to below the 1D method result. Revisiting the data in
ig. 5, it appears that the surface angularity has little effect for the
mm bump whereas at 4 mm, the angularity effect almost exactly

ancels the thermal gradient effect. This makes the 1D method
esult for the 4 mm bump appear to be reasonably accurate over
uch of the bump topography. Because of this conflict between

hese two effects, it is difficult to identify a precise quantitative
riterion for use of the 1D approximate method. For the case of an
solated bump with 8 mm height and 10 mm base radius �with

aximum surface angularity greater than 60 deg�, the 1D method
ields errors on the order of 20–30% over much of the bump
urface. In the opinion of these authors, errors of this magnitude
arrant the added time and complexity of a full 3D analysis. The

rrors for the smaller bump heights would be considered accept-
ble and the much faster �greater than two orders of magnitude�
rocessing time is welcome.

Though all of the preceding discussion focused on the discrep-
ncies between the two processing techniques at local peaks in
eat transfer, errors of similar magnitude �but opposite sign� are
vident at low points in the St data for Figs. 5–7. Also, with
eference to the discussion in the Part I companion paper regard-
ng the appropriate “area-adjusted” St augmentation for rough sur-
aces, the heat transfer augmentation provided by the 8 mm bump
s 16% if the transient temperature data is processed using the 1D
pproximate method compared with 24% using the more accurate
D finite-volume processing method. This augmentation value is
btained by multiplying the area-averaged St by the wetted-to-
lanform surface area and comparing it to the unperturbed St.

A final observation regards differences between the lateral con-
uction correction for transient and steady-state IR techniques. As
oted in Fig. 5, when McClain et al. �13� accounted for lateral
onduction effects on the bump in the study of Henry et al. �8�, the
redicted convective heat transfer was higher. This result is oppo-
ite to that shown for the present transient IR study, where the 8
m bump heat transfer prediction is lower when accounting for

ig. 7 Time-averaged „80< t<100 s… Stanton number ratio
long the bump centerline „x /R=0… for 8 mm bump: 1D method
esults compared with 3D with and without accounting for
ump curvature
D conduction effects. An evaluation of this apparent contradic-

11302-6 / Vol. 131, JANUARY 2009
tion requires a careful analysis of the two competing effects al-
ready outlined in this paper. For example, when considering sur-
face temperature gradients on a flat-surface, the transient method
yielded a higher heat transfer estimate for a 3D analysis compared
with a 1D analysis �Fig. 6�. This is because the surface heat flux at
a local hot spot is not conducted exclusively normal to the
surface—some fraction being conducted laterally. Thus, the tran-
sient 3D conduction analysis predicts a higher surface heat flux to
account for both the lateral and the normal conductions. In a
steady-state experiment with a uniform surface heat flux boundary
condition, the opposite is true. Henry et al. �8� produced a uniform
surface heat flux input using heat lamps above their test plate. In
their subsequent analysis, they assumed that the input radiative
heat flux was exactly equal to the convective heat flux from the
surface into the constant temperature fluid flow. Thus, accounting
for lateral conduction losses from a local hot spot would reduce
the predicted convective heat transfer since convection and con-
duction must sum to equal the input radiation.

When the 3D bump surface is considered in the transient tech-
nique, the added surface area and the relative isolation of the
extended-surface result in an accumulation of energy in the sur-
face protrusion. Thus, the transient 3D analysis would require a
more aggressive temperature history on the bump to yield the
same surface heat flux prediction as a transient 1D analysis.
Again, in a steady-state experiment the opposite is true. McClain
showed that in steady-state mode the isolation of the bump yields
a reduced conduction correction in the extended-surface and con-
sequently a higher predicted convective heat transfer when ac-
counting for 3D effects. For the 8 mm bump in the present tran-
sient IR study, the bump effect dominates the temperature gradient
effect, and the 3D St prediction on the bump is lower than the 1D
prediction. Since both effects are opposite in the steady-state ex-
periment of Henry et al. �8�, the conduction correction of McClain
et al. �13� produces a higher convective heat transfer estimate on
the bump compared with the estimate of Henry et al. �8� �Fig. 5�.
This highlights the importance of accounting for 3D conduction
effects for both transient and steady-state techniques if accurate
spatial resolution of heat transfer measurements near complex
three-dimensional geometries is desired �e.g., near film cooling
holes �16��.

5 Summary and Conclusions
The effect of lateral conduction on convective heat transfer pre-

dictions using the transient infrared technique over a spherical
bump is evaluated. Comparisons are made between a full 3D
finite-volume analysis and a simpler 1D transient conduction
model. Based on the analysis, the following conclusions are made.

1. When considering only transient conduction effects in the
bump wake, the 1D approximate method underestimates the
actual peak Stanton number calculated using the more accu-
rate 3D model by only 10% for a 75% change in St number
occurring over a surface distance of 10 mm �the half-width
of the bump wake�.

2. When the surface curvature of the bump is accounted for in
estimating the Stanton number on the bump itself with the
3D analysis technique, the increased surface area of the
finite-volume cells on the protruding bump actually de-
creases the predicted St locally. The net result being that the
two effects can cancel each other, and in some cases the 1D
approximate technique can provide a reasonably accurate
estimate of the surface heat transfer without the added com-
plexity of the 3D finite-volume method. Because of the non-
linear interaction between these two effects, it is difficult to
establish precise quantitative criteria for the accurate use of
the simpler 1D analysis technique on arbitrary three-
dimensional surface features. For the case of the 8 mm
bump, with maximum surface angularity exceeding 60 deg,

the 1D St estimate is within 20–30% of the 3D estimate over
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much of the bump surface. For the much more irregular
roughness surface studied in the Part I companion paper, the
1D estimate was up to 40% lower than the 3D estimate on
the most abrupt roughness peaks.

3. The above observations for the transient IR technique are
opposite those found when accounting for 3D conduction
effects using a steady-state IR measurement technique. In
that case, temperature gradients on a flat-surface reduce the
predicted convective heat transfer, and extended-surfaces
�bumps� increase the predicted convective heat transfer.
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omenclature
A � finite-volume cell surface area
D � diameter
L � distance from the wind tunnel leading edge to

bump center
Q � heat flux
R � bump base radius

ReL � Reynolds number �U�L /v�
St � Stanton Number, hc / �	cpU��
T � temperature
U � velocity
cp � specific heat at constant pressure
hc � convective heat transfer coefficient
k � bump height
q � heat flux per unit area
t � time
u � streamwise velocity
x � cross-stream direction along surface
y � surface normal direction
z � streamwise direction along surface
� � boundary layer thickness

 � thermal conductivity
v � kinematic viscosity
	 � density

ubscripts

flat � unperturbed �smooth-wall� value

ournal of Heat Transfer
inf or � � freesteam value
mean � average value

rms � root mean square
s � solid surface adjacent to fluid
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Simple Explicit Equations
for Transient Heat Conduction
in Finite Solids
Based on the one-term Fourier series solution, a simple equation is derived for low Biot
number transient conduction in plates, cylinders, and spheres. In the 0�Bi�0.3 range,
the solution gives approximately three times less error than the lumped capacity solution.
For asymptotically low values of Bi, it approaches the lumped capacity solution. A set of
equations valid for 0�Bi�1 is developed next. These equations are more involved but
give approximately ten times lower error than the lumped capacity solution. Finally, a set
of broad-range correlations is presented, covering the 0�Bi�� range with less than 1%
error. �DOI: 10.1115/1.2977540�

Keywords: transient, conduction, diffusion, Fourier series, eigenvalues
Introduction
In many important heat and mass transfer problems, the surface

f finite solids is exposed to the surroundings at a uniform tem-
erature and concentration, respectively. The early engineering
roblems included burning of bricks, steaming of wood, and vul-
anization of rubber. In most problems, the heat transfer coeffi-
ient h �W /m2 K� and the related Biot number

Bi =
hL

k
= finite

re finite and can be assumed to be uniform. In the Biot number,
�W/m K� is the thermal conductivity and L is the characteristic

ength.
The solutions to the transient conduction in large plates, long

ylinders, and spheres with symmetric convection boundary con-
itions are known since 1822 �1�. The solution is comprised of
ourier infinite series, which are difficult to evaluate, although the
eries converge rapidly. For

Fo �
�t

L2 � 0.2

here Fo is the Fourier number, � �m2 /s� is thermal diffusivity, t
s� is time, only one term is needed. The key obstacle to using the
ourier’s solutions are the eigenvalues. For finite Bi, the boundary
ondition of the third kind yields transcendental implicit eigen-
alue equations that have to be solved numerically or graphically.
herefore, in most heat transfer textbooks, eigenvalues are tabu-

ated as a function of Bi.
Because of the importance of the problem, a number of charts

ave been developed to provide a graphical solution of the Fourier
quations. In 1947 Heisler �2� published a set of semilog charts,
alid for 0.2�Fo��, which has been reproduced in most heat
ransfer textbooks and has been widely used by students and prac-
itioners.

Empirical correlations are usually more accurate than the semi-
og charts and are more convenient for use in design and analysis
han tabulations and complex analytical results �3�. Several ex-
licit approximations of the transcendental eigenvalue equations
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have been proposed. Luikov �4� established that a plot of
ln��1�Bi→�� /�1�Bi�−1� versus log�Bi� yields nearly a straight
line, giving the following approximation:

�1 = �1,�� 1

1 + A/Bik
�1/2

�1�

where �1,� are the asymptotic values for Bi→�, �1,�=� /2 for
the plate, �1,�=2.4048 for cylinder, and �1,�=� for the sphere.
By fitting the straight line to the exact values, he obtained the
following constants: �i� A=2.24 and k=1.02 for plates �ii� A
=2.45 and k=1.04 for cylinders, and �iii� A=2.7 and k=1.07 for
spheres. Beck et al. �5� provided an accurate yet more involved
approximation for �1, valid for flat plates and Bi�2. Yovanovich
�6� used the general expression of Churchill and Usagi �3�,

Y = �1 + Zn�1/n �2�

with

Y �
y�z�

y�z → 0�

Z �
y�z → ��
y�z → 0�

for correlating functions y�z� that have asymptotically small and
large values of the independent variable z. Yovanovich obtained

�1 =
�1,�

�1 + ��1,�

�1,0
	n�1/n

�3�

where �1,0 is the asymptotic value of the first eigenvalues for
Bi→0, �1,0=
Bi for plates, �1,0=
2Bi for cylinders, and �1,0

=
3Bi for spheres. The constant n was determined by fitting the
above equation to the exact eigenvalues. Yovanovich determined
n=2.139 for plates, n=2.238 for cylinders, and n=2.314 for
spheres. Recently, Ostrogorsky and Mikic �7� used the successive
substitution method to derive a set of explicit expressions for �1
for plates, cylinders, and spheres valid for 0�Bi��.

For Bi�1, temperature gradients within solids are considered
negligible, so that the lumped capacity solution provides an ex-

plicit expression for transient temperature,

JANUARY 2009, Vol. 131 / 011303-109 by ASME
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T − Tf

Ti − Tf
=

	�t�
	i

= e−�hA/
cV�t = e−�hL/k���t/L��A/V� = e−Bi��t/L��A/V�

here Ti is the initial temperature and Tf is the temperature of the
urrounding fluid. The transient temperature 	�t� /	i is function of
o and Bi. A /V is the surface to volume ratio of the solid. For a
L plate, the surface to volume ratio is A /V=1 /L, resulting in

	�t�
	i

= e−BiFo �4�

or a long cylinder having radius R, A /V=2 /R, yielding

	�t�
	i

= e−2BiFo �5�

or a sphere having radius R,

	�t�
	i

= e−3BiFo �6�

ince A /V=3 /R. Incropera and De Witt �8� advised that the error
ssociated with using the lumped capacitance model is small for
i�0.1.
Here, we convert the one-term Fourier series solutions into a set

f approximate explicit equations, which provide the transient
emperature profiles in plates, cylinders, and spheres. The tran-
ient temperature profiles can be evaluated without the use of
umerical procedures. We derive

�a� a low Biot number approximation, which is almost as
simple as the lumped capacity solution yet accounts for
spatial variation and thus is more accurate

�b� a more complex broad-range approximation valid for
Fo�0.2 and 0�Bi��

e will consider only one-dimensional transients since the multi-
imensional problems can be readily split into one-dimensional
nes using the separation of variables.

Low Biot Number Solution

2.1 Large Plate With 2L Thickness. The mathematical for-
ulation of the problem is

1

�

�	

�t
=

�2	

�x2

here 	=T−Tf. The boundary conditions are

BC�1�:− k
�	�L,t�

�x
= h	�L,t�

BC�2�:
�	�0,t�

�x
= 0

he initial condition is

IC:	�x,0� = 	i

ourier’s infinite series solution is

	�t,x�
	i

= 2�
n=1

�
sin �n

�n + sin �n cos �n
cos��n��e−�n

2Fo �7�

here �=x /L and �n=�nL is a product of the eigenvalues �n and
he plate thickness, defined by the transcendental equation,

�n tan �n = Bi �8�

owever, for Fo0.2 �2� Eq. �7� may be approximated by one
erm. Hence,

�1 tan �1 = Bi �9�

nd

11303-2 / Vol. 131, JANUARY 2009
	�t,x�
	i

= 2
sin �1

�1 + sin �1 cos �1
cos��1

x

L
	e−�1

2Fo �10�

or

	�t,x�
	i

= Bplate cos��1
x

L
	e−�1

2Fo �11�

where Bplate is the Fourier coefficient,

Bplate = 2
sin �1

�1 + sin �1 cos �1
�12�

For Fo=0.25, the error is approximately 1%, depending on Bi
and x /L. The key obstacle to getting 	�t ,x� /	i is �1, which ac-
counts for the boundary conditions and thus contains the Biot
number. Equation �9� is an implicit transcendental equation whose
solution requires iterations.

2.1.1 Transient Temperature 	�t ,x� /	i in a 2L Plate. An ex-
plicit form of Eq. �9� can be obtained by expanding the tangent,

tan��1� = �1 +
�1

3

3
+

2�1
5

15
+ ¯

and, for small �1,

tan��1� = �1 �13�

For small �1, Eqs. �13� and �9� yield �4�

�1 = 
Bi �14�

Because of Eq. �13�, the error in Eq. �14� grows with Bi to 1.65%
for Bi=0.1 and to 4.98% for Bi=0.3. Next we simplify the Bplate
by expanding sin and cos for small values of x �9�,

sin�x� = x −
x3

3!
+

x5

5!
− ¯ �15�

cos�x� = 1 −
x2

2!
+

x4

4!
¯ �16�

Equation �12� is approximated as

Bplate �
1

1 − Bi/4
Since for small �,

1

1 − �
� 1 + � �17�

one gets

Bplate � 1 +
Bi

4
�18�

and

	�t,x�
	i

= �1 +
Bi

4
	cos��1

x

L
	e−�1

2Fo �19�

Now using Eq. �14� gives

	�t,x�
	i

= �1 +
Bi

4
	cos�
Bi

x

L
	e−BiFo �20�

Finally using Eq. �16� again,

	�t,x�
	i

= �1 +
Bi

4
	�1 −

Bi

2
� x

L
	2�e−BiFo �21�

one gets an explicit equation, nearly as simple as the lumped
system equation.

Figure 1�a� shows the transient temperature calculated using
Eqs. �20� and �21� together with the the exact Fourier series solu-

tion and the lumped capacity model �Eq. �4��. Equations �20� and

Transactions of the ASME



�

t
i
c
i
t

e
i

S
fi
h
l

I
r
3

F
u
r
„

J

21� overlap, giving a less than 0.86% 	i error for Bi=0.1.
Figure 1�b�, shows 	�x , t� /	i calculated for Bi=0.3, which is at

he border of the low Bi number approximation. The highest error
s less than 2.88% 	i �for Fo=3 at the centerline�. The lumped
apacity solution provides the highest error of 7.6% 	i. Since there
s no notable difference in accuracy between Eqs. �20� and �21�,
he simpler Eq. �21� should be used.

2.1.2 Total Energy Released Q�t� /Q0 From a Plate. The total
nergy content of the plate that can be removed by heat transfer
nto the surroundings at Tf is

Q0 = AL
c�Ti − Tf� �22�

patial integration of the temperature profile over the volume de-
nes the energy that remains in the solid that can be removed by
eat transfer. Then, the exact solution for the dimensionless heat
oss Q�t� /Q0 is obtained as:

Q�t�
Q0

= 1 − n
0

1
	�u,t�

	i
un−1du �23�

n the above, u is a dimensionless spatial coordinate �x /L for slab,
/R for cylinder and sphere� and n is 1 for slab, 2 for cylinder, and

ig. 1 Transient temperature �„x , t… /�i in 2L plates calculated
sing Eqs. „20… and „21… together with the exact five-term Fou-
ier series solution „full lines… and the lumped capacity solution
Eq. „4……, dashed lines. „a… Bi=0.1. „b… Bi=0.3.
for sphere. For a 2L plate, the result of the integration is

ournal of Heat Transfer
Q�t�
Qo

= 1 − 2�
0

n
sin2��n�

�n��n + sin �n cos �n�
e−�n

2Fo �24�

Equation �24� decays rapidly with time, so that one term can be
used for Fo�0.2 �2�. In contrast, the published solution for the
dimensionless heat loss Q�t� /Q0 �8,10,11�

Q�t�
Q0

= 2�
n=1

�
sin2��n�

�n��n + sin �n cos �n�
�1 − e−�n

2Fo� �25�

yields an erroneous one-term approximation if Bi�0 �even
though Fo�0.2�. For Bi�0, Eq. �24� is equal to Eq. �25� only in
the infinite series form. The one-term approximation of Eq. �24� is

Q�t�
Q0

= 1 − 2
sin2 �1

�1��1 + sin �1 cos �1�
e−�1

2Fo

or

Q�t�
Q0

= 1 − Cplatee
−�1

2Fo �26�

where

Cplate = 2
sin2 �1

�1��1 + sin �1 cos �1�
�27�

Since sin 
Bi�
Bi and cos 
Bi�1,

Cplate � 1

Cplate has a narrow span between the two asymptotic limits: Cplate
�Bi→0�=1 and Cplate �Bi→��=0.8106. Therefore, at Bi=0.3,
Cplate is equal to 0.99827, bringing a less than 0.2% error into

Q�t�
Q0

= 1 − e−BiFo �28�

2.2 Long Cylinder With Radius R. Using 	�r , t�=T�r , t�
−Ti and 	 f =Tf −Ti, the mathematical formulation of the problem
is

1

�

�	

�t
=

1

r

�

�r
�r

�	

�r
	 �29�

with

�	�t,0�
�r

= 0

− k� �	�t,r�
�r

�
r=R

= h	S

	�0,r� = 	i

The temperature field in the infinite cylinder is

	�t,r�
	i

= 2�
n=1

�
Bi

��n
2 + Bi2�

J0��n
r

R
	

J0��n�
e−�n

2Fo �30�

where Fo=�t /R2, Bi=hR /k and, �n=�nR are roots of the tran-
scendental equation,

�nJ1��n� − BiJ0��n� = 0

The one-term approximation of Eq. �30� is

	�t,r�
	i

= 2
Bi

��1
2 + Bi2�

J0��1
r

R
	

J0��1�
e−�1

2Fo �31�
or

JANUARY 2009, Vol. 131 / 011303-3



w

a

o

U
t

N

A
u

i
t

a

U

F
s
l
�
F
F
c

m
t
=

w

T

0

	�t,r�
	i

= BcylinderJ0��1
r

R
	e−�1

2Fo �32�

here

Bcylinder =
2Bi

��1
2 + Bi2�J0��1�

�33�

nd

�1J1��1� = J0��1�Bi �34�

2.2.1 Transient Temperature in 2R Cylinders. For small values
f �1 and Bi,

J0��1� = 1 −
��1/2�2

�1!�2 +
��1/2�4

�2!�2 − ¯ = 1 −
�1

2

4
+

�1
4

64
− ¯

�35�

J1��1� =
�1

2
− ��1/2

1!2!
	3

+ ��1/2
2!3!

	5

¯ =
�1

2
−

�1
3

16
+

�1
5

386
− ¯

�36�
sing the first terms of Eqs. �35� and �36� and in Eq. �34� gives

he expression �4�

�1 = 
2Bi �37�

ow using Eq. �37� in Eq. �33� yields

Bcylinder =
1

1 − Bi/2
� 1 +

Bi

2
�38�

comparison to the exact solution shows that the approximation
sed for the plates,

Bcylinder � 1 +
Bi

4
�39�

s more precise. At Bi=0.3, Eq. �39� gives Bcylinder=1.0750, while
he exact value is 1.0711. Thus,

	�t,r�
	i

= �1 +
Bi

4
	J0��1

r

R
	e−�1

2Fo �40�

nd using Eq. �37�,

	�t,r�
	i

= �1 +
Bi

4
	J0�
2Bi

r

R
	e−2BiFo �41�

sing the two-term approximation of J0��1� gives

	�t,r�
	i

= �1 +
Bi

4
	�1 −

Bi

2
� r

R
	2�e−2BiFo �42�

igure 2 shows Eqs. �41� and �42� plotted along with the exact
olution �full lines� and the lumped capacity solution �dashed
ines�. Since the two-term approximation of J0��1� is precise, Eqs.
41� and �42� overlap. Hence, the simpler Eq. �42� should be used.
or �a� Bi=0.1 �Fig. 2�a��, the error in Eq. �42� is below 0.88% 	i.
or Bi=0.3 �Fig. 2�b��, the highest error for Eq. �42� is 2.95% 	i
ompared to the 6.9% 	i error for the lumped capacity.

2.2.2 Total Energy Released Q�t� /Q0 From Cylinders. The di-
ensionless heat loss from cylinders is obtained by substituting

he temperature profile �30� into Eq. �23�, setting u=r /R and n
2 and integrating. The result of this integration is

Q�t�
Q0

= 1 − 4�
n=1

�
Bi2

�n
2��n

2 + Bi2�
e−�n

2Fo �43�

here

Q0 = R2�L
c�Ti − Tf�
he one-term approximation of Eq. �43� is

11303-4 / Vol. 131, JANUARY 2009
Q�t�
Q0

= 1 − 4
Bi2

�1
2��1

2 + Bi2�
e−�1

2Fo �44�

or

Q�t�
Q0

= 1 − Ccylindere
−�1

2Fo

where

Ccylinder � 1

For example, for Bi=0.3, Ccylinder=0.9952. For small Bi, using
�1=
2Bi

Q�t�
Q0

= 1 − e−2BiFo �45�

The error grows with Bi. For 0�Bi�0.3, the error is less than
2% Q0.

2.3 Sphere With Radius R. The mathematical formulation is

1

�

�	

�t
=

1

r2

�

�r
�r2�	

�r
	 �46�

with

�	�t,0�
�r

= 0

− k� �	�t,r�
�r

�
r=R

= h	S

Fig. 2 Transient temperature �„r , t… /�i in cylinders calculated
using Eqs. „41… and „42…, along with the exact five-term Fourier
series solution „full lines… and the lumped capacity solution
„Eq. „5……, dashed lines. „a… Bi=0.1 „b… Bi=0.3.
and
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	�0,r� = 	i

he transient temperature field in the sphere is

	�t,r�
	i

= 2�
n=1

� � sin �n − �n cos �n

�n − sin �n cos �n
	 sin��n

r

R
	

�n
r

R

e−�n
2Fo �47�

here the eigenvalues �n=�nR are defined by

�n cot �n = 1 − Bi

he one-term approximation of Eq. �47� is

	�t,r�
	i

= 2
sin �1 − �1 cos �1

�1 − sin �1 cos �1

sin��1
r

R
	

�1
r

R

e−�1
2Fo �48�

r

	�t,r�
	i

= Bsphere sin��1
r

R
	 R

�1r
e−�1

2Fo �49�

here

Bsphere = 2
sin �1 − �1 cos �1

�1 − sin �1 cos �1
�50�

nd

�1 cot �1 = 1 − Bi �51�

2.3.1 Transient Temperature in Spheres. For small values of
1 and Bi,

cot �1 =
1

�1
−

�1

3
−

�1
3

45
− ¯ �

1

�1
−

�1

3
�52�

ombining Eqs. �51� and �52� provides a simple approximation
or �1 �4�,

�1 = 
3Bi �53�

sing small number expansions for sin and cos, one gets Bsphere
1. However, the approximation used for plates provides an ac-

urate approximation,

Bsphere � Bplate � 1 +
Bi

4

iving for Bi=0.1 Bsphere=1.0250, while the exact value is 1.0298.
herefore,

	�t,r�
	i

= �1 +
Bi

4
	 R

3Bi · r

sin�
3Bi
r

R
	e−�1

2Fo �54�

quation �54� is further simplified by using a two-term approxi-
ation for sin,

	�t,r�
	i

= �1 +
Bi

4
	�1 −

Bi

2
� r

R
	2�e−3BiFo �55�

Figure 3 shows the transient temperature calculated using Eq.
55� along with the exact solution �full lines� and the lumped
apacity solution �dashed lines�. For Bi=0.1, the error is less than
.97% 	i. For Bi=0.3, the error is less than 3.1% 	i.

2.3.2 Total Energy Released Q�t� /Q0 From Sphere. The di-
ensionless heat loss from spheres is obtained by substituting the

emperature profile �47� into Eq. �17�, setting u=r /R and n=3 and

ntegrating. The result of this integration is
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Q�t�
Q0

= 1 − 6�
n=1

�
1

�n
3

�sin �n − �n cos �n�2

�n − sin �n cos �n
e−�n

2Fo �56�

where

Q0 = 4
3R3�
c�Ti − Tf� �57�

The one-term approximation of Eq. �56� is

Q�t�
Q0

= 1 − 6
1

�1
3

�sin �1 − �1 cos �1�2

�1 − sin �1 cos �1
e−�1

2Fo �58�

or

Q�t�
Q0

= 1 − Cspheree
−�1

2Fo �59�

where

Csphere � 1

For example, for Bi=0.3, Csphere=0.9985. Replacing Csphere=1
and �1=
3Bi in Eq. �59� gives

Q�t�
Q0

= 1 − e−3BiFo �60�

2.4 Summary. The equations for transient temperature 	�� , t�
and heat released Q�t� /Q0, derived in Sec. 2, are listed in Table 1.

2.4.1 Low Biot Number Solution (LBi). The lumped capacity
solution is normally used up to Bi=0.1 �8,10�, where it gives
�3% 	i error or up to Bi=1 /6 �12�, where it gives �5% 	i error
�see Figs. 1–3 and Table 3�. This is justified since in many cases
one does not know the convection coefficient better than �10%.

The low Biot number solution presented herein accounts for
nonzero gradients within the solid. Based on Figs. 1–3 and Tables
1–3,

• it is more precise than the lumped capacity solution by a
factor of �3,

• it can be used up to Bi�1 /3, where it gives �3% error, and
• it has a general form valid for plates, cylinders, and spheres,

	�t,��
	i

= �1 +
Bi

4
	�1 −

Bi

2
�2�e−nBiFo = B · F · e−nBiFo �61�

where n=1 for plates, n=2 for cylinders, and n=3 for spheres.
Equation �61� is almost as simple as the lumped capacity solution.
For Bi→0, B and F asymptotically approach 1, reducing Eq. �61�
to the lumped capacity model. Therefore, one could consider the
lumped capacity solution to be a limiting case of the low Biot
number solution presented herein.

The coefficient F accounts for the spatial variation of tempera-

Table 1 Low Bi solution „LBi… for Bi<1/3

	�t ,x� /	i �Eq. No.� Q�t� /Q0 �Eq. No.�

Plate �1+
Bi

4 ��1−
Bi

2 � x

L �2�e−BiFo �21�
1−e−BiFo �28�

Cylinder �1+
Bi

4 ��1−
Bi

2 � r

R �2�e−2BiFo �42�
1−e−2BiFo �45�

Sphere �1+
Bi

4 ��1−
Bi

2 � r

R �2�e−3BiFo �55�
1−e−3BiFo �60�
ture. Surprisingly, the two-term approximation,
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cos�
Bi1�� � J0�
2Bi�� �
sin�
3Bi��


3Bi�
� F = 1 −

Bi

2
�2 �62�

gives the same result in all three geometries. Furthermore, the
Fourier coefficients B in the three geometries are well approxi-
mated with a single expression,

Bplate � Bcylinder � Bsphere � B = 1 + Bi/4 �63�
Fine-tuning the constant in the denominator to fit Eqs. �12�, �33�,
and �50�, respectively, gives

Bplate = 1 + Bi/7

Bcylinder = 1 + Bi/4.5

Bsphere = 1 + Bi/3.5 �64�

However, using the above coefficients instead of B=1+Bi /4 will
not give a clear improvement of Eq. �61� because the error in �1
is dominant.

2.4.2 Extended Low Biot Number Approximation (ELBi). For
0�Bi�2, the simplest approximation for the first eigenvalue in
plates, cylinders, and spheres is given in Ref. �7�,

�1,plate
2 =

Bi

1 + Bi/3

�1,cylinder
2 =

2Bi

1 + Bi/4

�1,sphere
2 =

3Bi

1 + Bi/5
�65�

Using Eqs. �64� and �65� in Eqs. �11�, �32�, and �49� gives a set of
extended low Biot number approximations listed in Table 2 for
plates, cylinders, and spheres. This set is more precise than the
lumped capacity solution by one order of magnitude �Table 3�,
and can be used up to Bi�1.

3 Broad-Range Correlations Valid for 0�Bi��

The range of the approximate equations is extended by widen-
ing the range of the coefficients and the eigenvalues.

3.1 Infinite Plates

3.1.1 Coefficients Bplate and Cplate. The coefficient Bplate de-
fined by Eq. �12� asymptotically approaches constant values,
Bplate�Bi→0�=1 and Bplate�Bi→��=1.273. Hence, expression �2�
is constant,

Z �
y�z → ��
y�z → 0�

= 1.273

This violates Churchill and Usagi’s requirement that “y�z→0� and
y�z→�� cannot be both constant” �3�. However, the difference

bles 1 and 2… and in the lumped capacity solution

Cylinder Sphere

LBi ELBi
Lumped
Eq. �6� LBi ELBi

0.12 −0.1 0.89 0.25 0.04
0.88 −0.38 2.9 0.97 0.11
2.9 −0.40 8.0 3.1 0.20
5.3 −0.87 12.3 6.2 0.22
8.6 −3.4 15.3 8.7 0.23

−2.3 0.27
−5.5 0.61
Table 2 Extended low Bi solution „ELBi… for Bi<2

�1 	�t ,x� /	i

Plate 
 Bi

1+Bi /3 �1+
Bi

7 �cos��1
x

L �e−�1
2
Fo

Cylinder 
 2Bi

1+Bi /4 �1+
Bi

4 �J0��1
r

R �e−�1
2
Fo

Sphere 
 3Bi

1+Bi /5 �1+
Bi

3.5� R

�1r
sin��1

r

R �e−�1
2
Fo
ig. 3 Transient temperature �„r , t… /�i in spheres calculated
sing Eq. „55… along with the exact five term Fourier series so-

ution „full lines… and the lumped capacity solution „Eq. „6……,
ashed lines. „a… Bi=0.1. „b… Bi=0.3.
Table 3 Error % �i in LBi and ELBi solutions „see Ta

Plate

Lumped
Eq. �4� LBi ELBi

Lumped
Eq. �5�

Bi=0.03 −0.95 −0.27 0.09 0.74
Bi=0.1 −2.98 −0.86 0.03 2.4
Bi=0.3 −7.67 2.9 0.45 6.9
Bi=1 /2 −11.0 4.8 −0.40 9.2
Bi=2 /3 −12.9 5.3 −0.87 12.4
Bi=1 −2.1
Bi=2 −6.9
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plate−Bplate�0� is subject to a simple approximation,

Bplate − 1 = 0.273
1

1 + 1/Bi

hich holds both limits and gives less than 2% error. To further
educe the error, we employ a more complex approximation,

Bplate − 1 = 0.273
1

�1 + K/Bin�1/n �66�

hich also holds both limits. To minimize error in the 0.1�Bi
10 range, the constants are adjusted to n=1.5 and K=2.42,

Bplate = 1 + 0.273
1

�1 + 2.45/Bi1.5�2/3 �67�

igure 4�a� shows the error in the Fourier constants for transient
emperature in plates, cylinders, and spheres. Equation �67� gives
ess than 0.16% for 0�Bi��. Note that Eq. �67� has the form of
q. �2�, yet the constant, 1.8011.5=2.45, does not seem to be re-

ated to the limits �zero or 0.273�. Combining Eqs. �67� and �11�
ives the transient temperature,

	�t,x�
	i

= �1 +
0.273

�1 + 2.42/Bi1.5�2/3�cos��1
x

L
	e−�1

2Fo �68�

The Fourier coefficient Cplate for transient heat loss defined by
q. �27� also approaches asymptotically constant values for small
nd large values of Bi. The coefficient decreases from Cplate�Bi

0�=1 to Cplate�Bi→��=0.8106. The expression Z is again con-
tant,

Z �
y�z → 0�
y�z → ��

= 1.234

o that Eq. �2� cannot be readily implemented. Instead, the differ-

ig. 4 Error: „a… B coefficients, error
%…= „Bexact−Bapprox… /BexactÃ100%; „b… Coefficients, error
%…= „Cexact−Capprox… /CexactÃ100%
nce Cplate�0�−Cplate is subject to a simple approximation,
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1 − Cplate = 0.189
1

1 + 6/Bi

which holds both limits and gives less than 1.5% error. The form
of approximation �66� with one exponent n did not reduce the
error sufficiently. However,

1 − Cplate = 0.189
1

1 + K/Bim
�69�

with K=9.5 and m=1.25 gives less than 0.5% error. Then, intro-
ducing the second independent exponent

1 − Cplate = 0.189
1

�1 + 3.8/Bi1.116�1.613 �70�

gives less than 0.14% error in the 0�Bi�� range �Fig. 4�b��.
Equation �70� can be written in the form of Churchill and Usagi’s
Eq. �2�,

Cplate = 1 − 0.189
1

�1 + �8.61/Bi1.8�0.62�1/0.62 �71�

Yet, it is hard to relate 8.613 and Bi1.8 to the asymptotic behavior
of �1−Cplate� at either limit. Combining Eqs. �71� and �26� gives
the dimensionless heat loss Q�t� /Q0, valid in the 0�Bi�� range.

Q�t�
Q0

= 1 − �1 − 0.189
1

�1 + 3.8/Bi1.116�1.62�e−�1
2Fo �72�

3.1.2 First Eigenvalue for Plates �1. For Bi�0.1, Eq. �14�
provides the simplest approximation for �1. This can be seen in
Fig. 5, which shows the error �exact−�approx=��1. For 0�Bi
��, the first eigenvalue can be approximated as �7�

�1�Bi� =
 Bi

1 + Bi� 2

�
	2 =

�/2

1 + 2.4674/Bi

�73�

Approximation �73� is precise at both limits �error �1% for Bi
�0.5 and Bi�25� but gives ��1=0.029 �or ��1 /�1�100%
=2.29%� error at Bi�4, see Fig. 5�a��. For most applications this
is acceptable because

• interpolating between the 1/Bi lines in the Heisler charts
should result in a higher error;

• most correlations for convective heat transfer coefficient h,
have uncertainty of about �10%, which causes uncertainty
in Bi and �1.

At Bi=4, Eq. �73� gives a maximum error �1,approx=1.2354 in-
stead of �1,exact=1.2646, a ��1=0.029 error. Using �1=1.235 in
Eq. �9�, one gets Bi=3.543, so that the error introduced by Eq.
�73� is equivalent to making a �4−3.543� /4�100=11.4% error in
h or Bi. Yet, Eq. �73� is considerably improved by adjusting the
constant and the exponent,

�1�Bi� =
�/2


1 + 2.3/Bi1.035
�74�

Equation �74� gives error ��1=0.0044 at Bi�1 where �exact
�0.85 �or �0.5% error�. It has the same form as the Luikov’s
equation but contains different constants. Luikov’s Eq. �1� is sig-
nificantly less accurate in the 0.1�Bi�5 range. It is more accu-
rate for Bi�0.05 where �1=
Bi is yet more precise. The approxi-

mation proposed by Yovanovich �6�,
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�1�Bi� =
�/2

�1 + ��/2

Bi

	2.139�1/2.139 �75�

s the most accurate approximation for 0.01�Bi�2 �Fig. 5�a��.
he maximum error is ��1=0.0026 at Bi�3 where �exact�1.2

or �0.22% error�. However, it is more complex than Eq. �14� or
74�. Equation �75� can be further simplified as

�1�Bi� =
�/2

�1 + 2.62/Bi1.07�0.468 �76�

How much accuracy in �1 is needed? In calculating 	�� , t� /	i,
he main source of error is the uncertainty in the heat transfer
oefficient h. Therefore, one can expect typically �10% error in
he Biot number. However, the relation between Bi and �1 is
xceedingly nonlinear. For example, using Bi=1.1 instead of
iexact=1 due to 10% error in h will result in error ��1
0.89035−0.86033=0.03002. Using Eq. �74� will give approxi-
ately ten times less error �see Fig. 5�a��. Yet, using Bi=110

nstead of Biexact=100 will give �30 times lower error in the
igenvalue, ��1=1.55665−1.55525=0.0014. Based on the
bove, one could conclude that for Bi�1, the correlations need to
rovide �1 with four digits of accuracy, or the error in h will be
ugmented. However, for Bi�1, the resistance within the solid
ontrols the transient, and a relatively large error in h �or Bi� will

ig. 5 Error=�exact−�approx=��1 as a function of the Biot num-
er for „a… plate, „b… cylinder, and „c… sphere
ause a small error in �1 and 	�� , t� /	i.

11303-8 / Vol. 131, JANUARY 2009
3.2 Cylinders

3.2.1 Coefficients Bcylinder and Ccylinder. The coefficient
Bcylinder asymptotically approaches Bcylinder�Bi→0�=1 and
Bcylinder�Bi→��=1.602. The simple approximation,

Bcylinder − 1 =
0.602

1 + 2/Bi
�77�

holds both limits and gives less than 2% error. As for Bplate, we
explore the more complex approximation, which holds both lim-
its,

Bcylinder − 1 =
0.602

�1 + K/Bin�1/n

Adjusting the constants K and n brings the error down to less than
0.23% �see Fig. 4�a��,

Bcylinder = 1 +
0.602

�1 + 4.8/Bi1.64�1/1.64 �78�

Combining Eqs. �78� and �32� gives

	�t,r�
	i

= �1 +
0.602

�1 + 4.8/Bi1.64�0.61�J0��1
r

R
	e−�1

2Fo �79�

The Fourier coefficient Ccylinder for the dimensionless heat loss
asymptotically approaches 1 for Bi→0 and Ccylinder=0.6917 for
Bi→�. Again, the difference Ccylinder�0�−Ccylinder is subject to a
simple approximation,

1 − Ccylinder =
0.3083

1 + 7/Bi

which holds both limits and gives less than 2.5% error. As for
Cplate, we assume

1 − Ccylinder =
0.3083

�1 + K/Bim�n �80�

Adjusting the exponents to K=2.58, m=1.08, and n=2.35 gives
less than 0.12% error in the 0�Bi�� range �see Fig. 4�b��. Us-
ing Eq. �80� in Eq. �44� provides an explicit expression for
Q�t� /Q0 valid for 0�Bi��,

Q�t�
Q0

= 1 − �1 −
0.308

�1 + 2.58/Bi1.08�2.35�e−�1
2Fo �81�

3.2.2 First Eigenvalue for Cylinders �1. For Bi�0.1, Eq. �37�
provides the simplest and yet very accurate approximation. For
0.1�Bi��, the approximation based on Refs. �4,7�

�1�Bi� =
2.4048


1 + 2.62/Bi1.05
�82�

yields sufficient accuracy, provided that the constants are adjusted
to minimize the error. It can be seen in Fig. 5�b� that Eq. �82� is
more precise than Eq. �1� with A=2.45 and k=1.04, except for
Bi�0.07. The approximation proposed by Yovanovich �6�,

�1�Bi� =
2.4048

�1 + �2.4048

2Bi

	2.238�1/2.238
=

2.4048

�1 +
3.005

Bi1.119	0.4468

�83�

yields the maximum error of ��1=0.0082 at Bi�3 where �exact
=1.8 �or 0.46% error�. By further simplifying Eq. �83� and adjust-

ing the constants,
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�1�Bi� =
2.4048

�1 + 3.28/Bi1.125�0.446 �84�

he error is reduced to 0.00455 also at Bi�3 �or �0.25% error�
see Fig. 5�b��. However for Bi�10, the error is slightly in-
reased.

3.3 Spheres

3.3.1 Coefficients Bsphere and Csphere. The coefficient Bsphere
as asymptotic values: Bsphere�Bi→0�=1 and Bsphere�Bi→��=2.
s for plates and cylinders, the approximation

Bsphere − 1 =
1

�1 + K/Bin�1/n �85�

olds both limits. Adjusting the constant to K=8.87 and the ex-
onents to n=1.76 gives less than 0.21% error in the 0�Bi��
ange �Fig. 4�a��. The transient temperature in spheres is obtained

Fig. 6 Transient temperature �„t… /�i „at �=
4 and 5 „symbols…. The full lines are the
cylinder, and „c… sphere.
y substituting Eq. �85� into Eq. �49�,

ournal of Heat Transfer
	�t,r�
	i

= �1 +
1

�1 + 8.87/Bi1.76�0.568� R

�1r
sin��1r

R
	e−�1

2Fo

�86�

The Fourier coefficient Csphere for the heat loss asymptotically
approaches Csphere�Bi→0�=1 and Csphere�Bi→��=0.392. The ap-
proximation

1 − Csphere =
0.392

1 + 7.7/Bi

holds both limits but gives less than 3.5% error. Adjusting the
constant and the exponents as in Eq. �70� for the plate gives

1 − Csphere =
0.392

�1 + 2.36/Bi1.09�2.85 �87�

Approximation �87� yields less than 0.21% error in the 0�Bi

calculated using equations listed in Tables
act Fourier series solution. „a… Plate, „b…
0…,
ex
�� range �Fig. 4�b��. Then using Eq. �87� with Eq. �59� gives
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Q�t�
Q0

= 1 − �1 −
0.392

�1 + 2.36/Bi1.09�2.85�e−�1
2Fo �88�

3.3.2 First Eigenvalue for Spheres �1. For Bi�0.1, Eq. �53�
rovides the simplest and yet very accurate approximation. For
.1�Bi��, the approximation based on Refs. �4,7� with adjusted
onstants,

�1�Bi� =
�


1 + 2.93/Bi1.08
�89�

ields sufficient accuracy �see Fig. 5�c��. Luikov’s Eq. �1� with
=2.7 and k=1.07 for spheres is less accurate than Eq. �89�,

xcept for Bi�0.2. The approximation proposed by Yovanovich
6�,

�1�Bi� =
�

�1 + � �


3Bi
	2.314�1/2.314

=
�

�1 +
3.9662

Bi1.157 	0.43215

�90�

ields maximum error of ��1=0.0180 at Bi�4, where �exact
2.45 �or 0.71% error�. The constants and the exponents can be

urther adjusted,

�1�Bi� =
�

�1 + 4.1/Bi1.18�0.4238 �91�

o give less than ��1=0.051 or 0.21% error.

able 4 Approximate equations valid for 0<Bi<�. For Fo
0.5 and Fo>0.3, the error is less than 0.2% and 0.6%,

espectively

late 	�t ,x�

	i
= �1+

0.273

�1+2.42 /Bi1.5�2/3 �cos��1
x

L �e−�1
2
Fo �68�

Q�t�

Q0
=1− �1−0.189

1

�1+3.8 /Bi1.116�1.62�e−�1
2
Fo �72�

ylinder 	�t ,r�

	i
= �1+

0.602

�1+4.8 /Bi1.64�0.61�J0��1
r

R �e−�1
2
Fo �79�

Q�t�

Q0
=1− �1−

0.308

�1+2.58 /Bi1.08�2.35�e−�1
2
Fo �81�

phere 	�t ,r�

	i
= �1+ �1+

8.87

Bi1.76�−0.568� R

�1r
sin��1r

R �e−�1
2
Fo �86�

Qsphere�t�

Q0
=1− �1−

0.392

�1+2.36 /Bi1.09�2.85�e−�1
2
Fo �88�

able 5 Explicit correlations for the first eigenvalue: simpler
ption

Bi�0.1 Bi�0.1

late 
Bi
�1=

� /2

1+2.3 /Bi1.035

�74�

ylinder 
2Bi
�1=

2.4048

1+2.62 /Bi1.05

�82�

phere 
3Bi
�1=

�


1+2.93 /Bi1.08
�89�
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3.4 Results for the Broad-Range Correlations
Figure 6 shows the transient temperature 	�t� /	i at �=0, plotted

in the format of the Heisler charts �2�. The exact Fourier series
solution is given by the full lines. The approximate solutions were
calculated using �i� the correlations listed in Table 4 �ii� the eigen-
values given in Table 5. The error in 	�t� /	i is well below 1%.
This level of precision cannot be obtained from the Heisler charts
or by interpolating the tabulated values for �1. Since the log-
linear charts do not provide a sufficient resolution, the error in
midplane temperature for a 2L plate is shown in Fig. 7. For Bi
�10, the error is particularly low ��0.1% � because conduction
within the solid �not convection at the boundary� controls the
transient.

4 Conclusions and Recommendations
The low Biot number solution �LBi, Table 1� is approximately

three times more accurate than the lumped capacity solution. It is
recommended for the 0.03�Bi�0.3 range, where the error of the
lumped capacity solution is considerable �see Table 3�. The ex-
tended low Biot number solution �ELBi, Table 2� is approximately
ten times more accurate than the lumped capacity solution but is

Table 6 Explicit correlations for the first eigenvalues: the gen-
eral option

0�Bi��

Plate
�1=

� /2

�1+2.62 /Bi1.07�0.468 �76�

Cylinder
�1=

2.4048

�1+3.28 /Bi1.125�0.446 �84�

Sphere
�1=

�

�1+4.1 /Bi1.18�0.4238 �91�

Fig. 7 Error in midplane temperature, error
„%…= „�exact−�approx… /�iÃ100%, for 2L plates as a function of Bi
and Fo, calculated using equations listed in Table 4, with cor-
relations for �1 listed in „a… Table 5 and „b… Table 6.
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ore complicated. It is most useful in the 0.1�Bi�1 range. The
road-range correlations �Table 4 with Table 5 and 6� yield less
hat 1% 	i error in the entire 0�Bi�� range �for Fo0.3�. For
o�0.5, the error is typically less than 0.2% 	i.
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omenclature
A � area
B � Fourier coefficient for transient temperature
C � Fourier coefficient for heat loss
F � orthogonal function

A /V � surface to volume ratio
� � thermal diffusivity
c � specific heat
L � characteristic length
R � radius of cylinder or sphere
k � thermal conductivity
h � heat transfer coefficient
T � temperature
Ti � initial temperature
Tf � fluid temperature

Q�t� � heat loss
Q0 � total energy content


 � density
ournal of Heat Transfer
�n � nth root of eigenvalue equation
�1,� � the first eigenvalue for Bi→�
�1,0 � the first eigenvalue for Bi→0

�n � nth eigenvalue

Dimensionless Parameters
Bi � hL /k
Fo � �t /L2

� � x /L or r /R
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Analytical Solution to Transient
Asymmetric Heat Conduction
in a Multilayer Annulus
In this paper, we present an analytical double-series solution for the time-dependent
asymmetric heat conduction in a multilayer annulus. In general, analytical solutions in
multidimensional Cartesian or cylindrical �r , z� coordinates suffer from existence of
imaginary eigenvalues and thus may lead to numerical difficulties in computing analyti-
cal solution. In contrast, the proposed analytical solution in polar coordinates (2D cy-
lindrical) is “free” from such imaginary eigenvalues. Real eigenvalues are obtained by
virtue of precluded explicit dependence of transverse (radial) eigenvalues on those in the
other direction. �DOI: 10.1115/1.2977553�

Keywords: heat conduction, layered annulus, analytical method
Introduction
In modern engineering applications, multilayer components are

xtensively used due to the added advantage of combining physi-
al, mechanical, and thermal properties of different materials.
any of these applications require a detailed knowledge of tran-

ient temperature and heat-flux distribution within the component
ayers. Both analytical and numerical techniques may be used to
olve such problems. Nonetheless, numerical solutions are pre-
erred and prevalent in practice, due to either unavailability or
igher mathematical complexity of the corresponding exact solu-
ions. Rather limited use of analytical solutions should not dimin-
sh their merit over numerical ones; since exact solutions, if avail-
ble, provide an insight into the governing physics of the problem,
hich is typically missing in any numerical solution. Moreover,

nalyzing closed-form solutions to obtain optimal design options
or any particular application of interest is relatively simpler. In
ddition, exact solutions find their applications in validating and
omparing various numerical algorithms to help improve compu-
ational efficiency of computer codes that currently rely on nu-

erical techniques.
Although multilayer heat conduction problems have been stud-

ed in great detail and various solution methods—including or-
hogonal and quasiorthogonal expansion technique, Laplace
ransform method, Green’s function approach, finite integral
ransform technique �1–11�—are readily available; there is a con-
inued need to develop and explore novel methods to solve prob-
ems for which exact solutions still do not exist. One such prob-
em is to determine exact unsteady temperature distribution in
olar coordinates �r ,�� with multiple layers in the radial direction.

Salt �12,13� addressed time-dependent heat conduction problem
y orthogonal expansion technique, in a two-dimensional compos-
te slab �Cartesian geometry� with no internal heat source, sub-
ected to homogenous boundary conditions. Later, Mikhailov and
zisik �14� solved the 3D transient conduction problem in a Car-

esian nonhomogenous finite medium. More recently, Haji-Sheikh
nd Beck �15� applied Green’s function approach to develop tran-
ient temperature solutions in a 3D Cartesian two-layer orthotro-
ic medium including the effects of contact resistance. Lu et al.
5� developed a novel method by combining Laplace transform

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 12, 2008; final manuscript
eceived April 21, 2008; published online October 20, 2008. Review conducted by

eter Vadasz.

ournal of Heat Transfer Copyright © 20
method and separation of variables method to solve multidimen-
sional transient heat conduction problem in a rectangular and cy-
lindrical multilayer slab with time-dependent periodic boundary
condition. The treatment in the cylindrical coordinates is, how-
ever, restricted to the r–z coordinates. Eigenfunction expansion
method is applied by de Monte �16� to solve the unsteady heat
conduction problem in a two-dimensional two-layer isotropic slab
subjected to homogenous boundary conditions. Feng-Bin Yeh �17�
applied the method of separation of variables to solve plasma
heating of a one-dimensional two-layer composite slab with layers
in imperfect thermal contact.

The brief review of relevant literature is by no means exhaus-
tive. However, a literature survey showed that the analytical solu-
tion for unsteady temperature distribution in a multilayer annular
geometry has not yet been developed. Recently, an exact solution
based on the separation of variables method is developed by Singh
et al. �18� for multilayer heat conduction in polar coordinates.
However, that exact solution is applicable only to domains with
pie slice geometry ���2�, where � is the angle subtended by the
layers�. Numerous applications involving multilayer cylindrical
geometry require evaluation of temperature distribution in com-
plete disk-type �i.e., �=2�� layers. One typical example is a
nuclear fuel rod, which consists of concentric layers of different
materials and often subjected to asymmetric boundary conditions.
Moreover, several other applications including multilayer insula-
tion materials, double heat-flux conductimeter, typical laser ab-
sorption calorimetry experiments, cryogenic systems, and other
cylindrical building structures would benefit from such analytical
solutions. This paper extends the solution approach developed by
Singh et al. �18� for such applications and presents an analytical
double-series solution for the time-dependent asymmetric heat
conduction in a multilayer annulus. Solution is valid for any com-
binations of time-independent, inhomogeneous boundary condi-
tions at the inner and outer radii of the domain. The results for an
illustrative problem involving a three-layer annulus subjected to
asymmetric heat-flux are also presented.

2 Mathematical Formulation
Consider an n-layer annulus �r0�r�rn�, as shown schemati-

cally in Fig. 1. All the layers are assumed to be isotropic in ther-
mal properties and are in perfect thermal contact. Let ki and �i be
the temperature independent thermal conductivity and thermal dif-
fusivity of the ith layer. At t=0, each ith layer is at a specified
temperature f i�r ,�� and time-independent heat sources gi�r ,�� are

switched on for t�0. Both the inner �i=1, r=r0� as well as the

JANUARY 2009, Vol. 131 / 011304-109 by ASME
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uter �i=n, r=rn� surfaces of the annulus may be subjected to any
ombination of temperature and heat-flux boundary conditions.
Since perfect thermal contact between the adjacent layers is sel-
om observed in real materials, dealing with imperfect contact
ould require explicit modeling of the thermal resistance at the

ayer interfaces �11,17,19�. For such cases, the temperature at the
ontact interfaces will not be continuous.�

Under these assumptions, the governing heat conduction equa-
ion along with the boundary and initial conditions are as follows.
overning equation �for ri−1�r�ri, 0���2�, and t�0, where

=1,2 , . . . ,n�:

1

�i

�Ti

�t
�r,�,t� =

1

r

�

�r
�r

�Ti

�r
�r,�,t�� +

1

r2

�2Ti

��2 �r,�,t� +
gi�r,��

ki

�1�

oundary conditions:

• Inner surface of the first layer �for 0���2� and t�0�

Ain
�T1

�r
�r0,�,t� + BinT1�r0,�,t� = Cin��� �2�

• Outer surface of the nth layer �for 0���2� and t�0�

Aout
�Tn

�r
�rn,�,t� + BoutTn�rn,�,t� = Cout��� �3�

• Periodic boundary conditions �for ri−1�r�ri and t�0,
where i=1,2 , . . . ,n�

Ti�r,� = 0,t� = Ti�r,� = 2�,t� �4�

�Ti

��
�r,� = 0,t� =

�Ti

��
�r,� = 2�,t� �5�

• Interface of the �i−1�st and the ith layer �for 0���2� and
t�0, where i=2, . . . ,n�

ig. 1 Schematic of an n-layer annulus. ith layer has an inner
nd outer radii equal to ri−1 and ri, respectively.
Ti�ri−1,�,t� = Ti−1�ri−1,�,t� �6�
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ki
�Ti

�r
�ri−1,�,t� = ki−1

�Ti−1

�r
�ri−1,�,t� �7�

Initial condition �for ri−1�r�ri and 0���2�, where i
=1,2 , . . . ,n�:

Ti�r,�,t = 0� = f i�r,�� �8�

Boundary conditions either of the first, second, or third kind
may be imposed at r=r0 and r=rn by choosing the appropriate
coefficients in Eqs. �2� and �3�. However, the case in which Bin
and Bout are simultaneously zero is not considered. In addition,
asymmetric boundary conditions can be applied by choosing
�-dependent Cin and Cout. Furthermore, multiple layers with zero
inner radius �r0=0� can be simulated by assigning zero values to
constants Bin and Cin in Eq. �2�. It should be noted that the for-
mulation presented in this paper only applies toward time-
independent boundary conditions and/or source terms due to the
limitation of the separation of variables method. This solution
methodology cannot be extended to include the effects of time-
dependence in boundary conditions and/or sources. Such prob-
lems can be solved analytically using the finite integral transform
technique �20,21�.

3 Solution Methodology
In order to apply the separation of variables method, which is

only applicable to homogenous problems, the nonhomogenous
problem has to be split �21� into: �1� homogenous transient prob-
lem, and �2� nonhomogenous steady-state problem. This is accom-
plished by splitting Ti�r ,� , t� in the governing Eqs. �1�–�8� as

Ti�r ,� , t�+Tss,i�r ,��, where T̄i�r ,� , t� is the “complementary”
transient part and Tss,i�r ,�� is the steady-state part of the solution.

3.1 Homogenous Transient Problem. Homogenized comple-
mentary transient equations corresponding to Eqs. �1�–�8� are as
follows.

Governing equation �for ri−1�r�ri, 0���2� and t�0,
where i=1,2 , . . . ,n�:

1

�i

�T̄i

�t
�r,�,t� =

1

r

�

�r
�r

�T̄i

�r
�r,�,t�� +

1

r2

�2T̄i

��2 �r,�,t� �9�

Boundary conditions:

• Inner surface of the first layer �for 0���2� and t�0�

Ain
�T̄1

�r
�r0,�,t� + BinT̄1�r0,�,t� = 0 �10�

• Outer surface of the nth layer �for 0���2� and t�0�

Aout
�T̄n

�r
�rn,�,t� + BoutT̄n�rn,�,t� = 0 �11�

• Periodic boundary conditions �for ri−1�r�ri and t�0,
where i=1,2 , . . . ,n�

T̄i�r,� = 0,t� = T̄i�r,� = 2�,t� �12�

�T̄i

��
�r,� = 0,t� =

�T̄i

��
�r,� = 2�,t� �13�

• Interface of the �i−1�st and the ith layer �for 0���2� and
t�0 where i=2, . . . ,n�

¯ ¯
Ti�ri−1,�,t� = Ti−1�ri−1,�,t� �14�
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ki
�T̄i

�r
�ri−1,�,t� = ki−1

�T̄i−1

�r
�ri−1,�,t� �15�

Initial condition �for ri−1�r�ri and 0���2�, where i
=1,2 , . . . ,n�:

T̄i�r,�,t = 0� = f i�r,�� − Tss,i�r,�� �16�

3.2 Inhomogeneous Steady-State Problem. Inhomogeneous
teady-state equations corresponding to Eqs. �1�–�8� are as fol-
ows. Governing equation �for ri−1�r�ri and 0���2�, where
=1,2 , . . . ,n�:

1

r

�

�r
�r

�Tss,i

�r
�r,��� +

1

r2

�2Tss,i

��2 �r,�� +
gi�r,��

ki
= 0,

ri−1 � r � ri, 1 � i � n �17�

oundary conditions:

• Inner surface of the first layer �for 0���2��

Ain
�Tss,1

�r
�r0,�� + BinTss,1�r0,�� = Cin��� �18�

• Outer surface of the nth layer �for 0���2��

Aout
�Tss,n

�r
�rn,�� + BoutTss,n�rn,�� = Cout��� �19�

• Periodic boundary conditions �for ri−1�r�ri, where i
=1,2 , . . . ,n�

Tss,i�r,� = 0� = Tss,i�r,� = 2�� �20�

�Tss,i

��
�r,� = 0� =

�Tss,i

��
�r,� = 2�� �21�

• Interface of the �i−1�st and the ith layer �for 0���2�,
where i=2, . . . ,n�

Tss,i�ri−1,�� = Tss,i−1�ri−1,�� �22�

ki
�Tss,i

�r
�ri−1,�� = ki−1

�Tss,i−1

�r
�ri−1,�� �23�

Solution to the Homogenous Transient Problem

4.1 Separation of Variables. Substituting the product form

T̄i�r,�,t� = Ri�r�����	i�t� �24�

n Eq. �9� and applying separation of variables yield the following
rdinary differential equations �ODEs�.

1

r

d

dr
�r

dRi�r�
dr

� + �
i
2 −

m2

r2 �Ri�r� = 0 in ri−1 � r � ri,

where i = 1,2, . . . ,n �25�

d2����
d�2 + m2���� = 0 in 0 � � � 2� �26�

1

�i

d	i�t�
dt

+ 
i
2	i�t� = 0 for t � 0, where i = 1,2, . . . ,n

�27�

here 
i
2 are constants of separation.

4.2 General Solution. In view of the ODEs listed above, a

eneral solution for Eq. �9� may be realized as

ournal of Heat Transfer
T̄i�r,�,t� = �
p=1

�

D0pe−�i
i0p
2 tRi0p�
i0pr�

+ �
m=1

�

�
p=1

�

Dmpe
−�i
imp

2 tRimp�
impr�cos�m��

+ �
m=1

�

�
p=1

�

Empe
−�i
imp

2 tRimp�
impr�sin�m�� �28�

where continuity of the heat-flux at the layer interfaces requires
the following relationship between the ith 
imp and 
1mp to hold
�15,16,21,22�,


imp = 
1mp
��1/�i i = 1,2, . . . ,n �29�

The radial �transverse� eigenfunction, Rimp�
impr� in Eq. �28� is

Rimp�
impr� = aimpJm�
impr� + bimpYm�
impr� �30�

and the corresponding orthogonality condition is �18�

�
i=1

n
ki

�i
	

ri−1

ri

rRimp�
impr�Rimq�
imqr�dr = 
0 if p � q

Nrmp if p = q
�

�31�

where Jm and Ym are Bessel functions of the first and second kind
of order m, respectively. Nrmp is normalization integral in the
r-direction.

For the angular eigenfunctions �m���—formed via combination
of constant sin�m�� and cos�m��—the standard orthogonality con-
dition is valid �21�.

4.3 Radial (Transverse) Eigencondition. Application of the
boundary conditions �Eqs. �10� and �11�� and interface conditions
�Eqs. �14� and �15�� to the transverse eigenfunction Rimp�
impr�
yields a �2n�2n� matrix for each integer value of m. Transverse
eigencondition is obtained by setting the determinant of this ma-
trix equal to zero. Roots of which, in turn, yield the infinite num-
ber of eigenvalues 
1mp corresponding to the first layer for each
integer value of m.

4.4 Determination of Coefficients aimp and bimp. Coeffi-
cients aimp and bimp in the radial eigenfunction Rimp�
impr� �see
Eq. �30�� are evaluated from the following recurrence relationship,
obtained from the ith interface condition, valid for i� �1,n−1�:

�ai+1,mp

bi+1,mp
� = � Jm�
i+1,mpri� Ym�
i+1,mpri�

ki+1Jm� �
i+1,mpri� ki+1Ym� �
i+1,mpri�
�−1

�� Jm�
impri� Ym�
impri�
kiJm� �
impri� kiYm� �
impri�

��aimp

bimp
� �32�

where b1mp=−�C1in /C2in�a1mp, and a1mp is arbitrary.

4.5 Determination of Coefficients D0p, Dmp, and Emp. Co-
efficients D0p, Dmp, and Emp in Eq. �28� are evaluated by applying
the initial condition �Eq. �16�� and then making use of the or-
thogonality conditions in the radial and angular directions, as fol-
lows

D0p =
1

2�Nr0p
�
i=1

n
ki

�i
	

0

2�	
ri−1

ri

rRi0p�
i0pr�T̄i�r,�,t = 0�drd�

�33�

Dmp =
1

�Nrmp
�
i=1

n
ki

�i
	

0

2�	
ri−1

ri

rRimp�
impr�cos�m��

¯
�Ti�r,�,t = 0�drd� �34�
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Emp =
1

�Nrmp
�
i=1

n
ki

�i
	

0

2�	
ri−1

ri

rRimp�
impr�sin�m��T̄i�r,�,t = 0�drd�

�35�

Absence of imaginary Radial Eigenvalues
In general, transverse eigenvalues for multilayer time-

ependent heat conduction problems in Cartesian coordinates may
e imaginary �16�. Same is true for 2D �r ,z� cylindrical coordi-
ates. The eigenvalues are imaginary due to the explicit depen-
ence of the transverse eigenvalues on those in the remaining
irection�s�. For example, in a two-layer homogenous heat con-
uction problem with layers in the x-direction, the general solu-
ion in the ith layer is �15,16�

Ti�x,y,t� = �
m=1

�

�
p=1

�

Zmpe
−�i�imp

2 +�m
2 �tXimp��impx�Ym��my� �36�

here �imp and �m are eigenvalues in the x- and y-directions,
espectively; and Ximp ��impx� and Ym��my� are the corresponding
igenfunctions.

For heat-flux to be continuous at the interface ∀t

�1��1mp
2 + �m

2 � = �2��2mp
2 + �m

2 � �37�
hich implies

�2mp =��1

�2
�1mp

2 + ��1

�2
− 1��m

2 �38�

learly, the relationship above may result in either real or imagi-
ary transverse eigenvalues �13,15,16�.

However, in the present case, similar considerations led to Eq.
29�, which is similar to what has been established for 1D
ultilayer time-dependent problems and eliminates the possibility

f imaginary eigenvalues. Moreover, physical considerations dic-
ate that eigenvalues should be real �both in the present and the
orresponding 1D case� because imaginary eigenvalues will result
n exponentially growing temperatures. In contrast, the solution
iven in Eq. �36� can have a physically realizable solution even in
he case where eigenvalues in one of the directions are imaginary.

It should be noted that, though there is no explicit dependence
etween radial and angular eigenvalues, the order of the Bessel
unctions constituting radial eigenfunctions is determined by the
ngular eigenvalues. Hence, the radial eigenvalues implicitly de-
end on the angular eigenvalues. Moreover, unlike in Cartesian
oordinates, this implicit dependence does not vanish even if �1
�i�i�1�. In fact, it exists even for single-layer problems.

Solution to the Inhomogeneous Steady-State Prob-
em

The inhomogeneous steady-state problem is solved using the
igenfunction expansion method. The steady-state temperature
istribution, governed by Eq. �17�, may be written as a general-
zed Fourier series in terms of angular eigenfunctions,

Tss,i�r,�� = T̂i0�r� + �
m=1

�

T̂c,im�r�cos�m��

+ �
m=1

�

T̂s,im�r�sin�m��, ri−1 � r � ri, 1 � i � n

�39�
ubstituting Eq. �39� in Eq. �17� leads to the following ODEs:

1 d �r
dT̂c,im�r�� −

m2

2 T̂c,im�r� +
ĝc,im�r�

= 0 �40�

r dr dr r ki

11304-4 / Vol. 131, JANUARY 2009
1

r

d

dr
�r

dT̂s,im�r�
dr

� −
m2

r2 T̂s,im�r� +
ĝs,im�r�

ki
= 0 �41�

1

r

d

dr
�r

dT̂i0�r�
dr

� +
ĝi0�r�

ki
= 0 �42�

where the source term gi�r ,�� is expanded in a generalized Fou-
rier series as

gi�r,�� = ĝi0�r� + �
m=1

�

ĝc,im�r�cos�m�� + �
m=1

�

ĝs,im�r�sin�m��

�43�

and

ĝc,im�r� �
1

�
	

0

2�

gi�r,��cos�m��d� �44�

ĝs,im�r� �
1

�
	

0

2�

gi�r,��sin�m��d� �45�

ĝi0�r� �
1

2�
	

0

2�

gi�r,��d� �46�

Similarly, Cin��� and Cout��� in Eqs. �18� and �19� may be ex-
panded in a generalized Fourier series to yield boundary condi-
tions for ODEs in Eqs. �40�–�42�.

Solutions for the Euler equations, Eqs. �40� and �41� are given
by

ˆ m −m

Fig. 2 Asymmetric heat conduction in a three-layer annulus.
Each layer has a different thermal conductivity „ki… and thermal
diffusivity „�i…. The lower-half of the annulus „�Ï�Ï2�… is
kept insulated, while the upper-half „0Ï�Ï�… is subjected to a
�-dependent incoming heat-flux.
Tc,im�r� = Ac,ir + Bc,ir + fpc�r� �47�
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T̂s,im�r� = As,ir
m + Bs,ir

−m + fps�r� �48�

here fpc�r� and fps�r� are particular integrals, which can be
valuated by the application of method of variation of parameters
r method of undetermined coefficients. The constants Ac,i, As,i,
c,i, and Bs,i may be evaluated using boundary and interface con-

itions for T̂c,im�r� and T̂s,im�r�. Once ĝi0�r� are evaluated, the

olution for T̂i0�r� is straightforward.

Illustrative Example and Results
A three-layer annulus �r0�r�r3, 0���2�; see Fig. 2� is

nitially at a uniform zero temperature. For time t�0,
-dependent heat flux given by

q��r = r3,�� = 
q0�2�� − ��2, 0 � � � �

0, � � � � 2�
� �49�

s applied at the outer surface �r=r3� while the inner surface �r
r0� is maintained isothermal at zero temperature. This leads to

he coefficients Ain=0, Bin=1, Aout=k3, Bout=0, Cin���=0, and

out���=q��r3 ,�� in the respective boundary condition equations.
here is no volumetric heat generation in any of the layers, i.e.,

Fig. 3 Transient isotherms in three-layer annul
i�r ,��=0.
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Parameter values used in this problem are k2 /k1=2, k3 /k1=4,
�2 /�1=4, �3 /�1=9, r1 /r0=2, r2 /r0=4, and r3 /r0=6. These have
been arbitrarily chosen and do not, in any way, simplify the solu-
tion.

It should be noted that, in the results that follow, r, t, and
Ti�r ,� , t� are in the units of r0, r0

2 /�1, and, q0r0 /k1, respectively.
For this particular problem, the infinite series solution for the

complementary transient temperature T̄i�r ,� , t� is truncated at p
= P and m=M leading to

T̄i�r,�,t� = �
p=1

P

D0pe−�i
i0p
2 tRi0p�
i0pr�

+ �
m=1

M

�
p=1

P

Dmpe
−�i
imp

2 tRimp�
impr�cos�m��

+ �
m=1

M

�
p=1

P

Empe
−�i
imp

2 tRimp�
impr�sin�m��

− �i�r,�,t;M,P� �50�

where �i�r ,� , t ;M , P� is the truncation error. Since 
1mp increases

„a… t=5, „b… t=10, „c… t=15, and „d… steady state
with increasing m and p, it is obvious that for a given M and P,

JANUARY 2009, Vol. 131 / 011304-5



m

T̄

H
�

�
b
i
s
s
f
a

=
F
r

v
t
a
k
t
l
l
a
r
r
F

8

h
h
s
t
s
d

h

0

aximum truncation error occurs at t=0. Moreover, since

i�r ,� , t=0�=−Tss,i�r ,��, therefore

�i�r,�,t = 0;M,P� = Tss,i�r,�� + �
p=1

P

D0pRi0p�
i0pr�

+ �
m=1

M

�
p=1

P

DmpRimp�
impr�cos�m��

+ �
m=1

M

�
p=1

P

EmpRimp�
impr�sin�m�� �51�

owever, Tss,i�r ,�� is also evaluated as a series solution �see Eq.
39�� and hence, the above equation can be written as

�i�r,�,t = 0;M,P� = �T̂i0�r� + �
m=1

Mss

T̂c,im�r�cos�m��

+ �
m=1

Mss

T̂s,im�r�sin�m�� + �ss,i�r,�,Mss��
+ �

p=1

P

D0pRi0p�
i0pr�

+ �
m=1

M

�
p=1

P

DmpRimp�
impr�cos�m��

+ �
m=1

M

�
p=1

P

EmpRimp�
impr�sin�m�� �52�

A good estimate of �i�r ,� , t=0;M , P� may be obtained only if

ss,i�r ,� ;Mss���i�r ,� , t=0;M , P�. The above requirement may
e fulfilled by including, not surprisingly, a large number of terms
n the steady-state series solution so as to minimize the steady-
tate truncation error. The maximum difference between the
teady-state temperatures obtained with Mss=45 and Mss=50 is
ound to be of the order of 10−5, therefore, this series is truncated
t Mss=50.

The maximum percent error defined as max���r ,� , t
0�� / �Tss,max−Tss,min� is evaluated for various values of M and P.
or M = P=6, 8, and 10, the error is 2.25%, 1.69%, and 1.36%,
espectively.

Isotherms in the three-layer annulus are shown for different t
alues in Fig. 3. At any time t, maximum and minimum tempera-
ures are observed on the outer edge of the annulus �r=r3� at
ngular locations �=� /2 and 3� /2, respectively. Temperature
inks �or discontinuity in temperature slopes� are clearly visible in
he isotherms indicating different thermal properties of the three
ayers. Additionally, radial temperature variations at distinct angu-
ar positions are shown in Fig. 4. At any given �r , t�, maximum
nd minimum temperatures are observed at �=� /2 and 3� /2,
espectively, as expected, since the incoming heat-flux is symmet-
ic in 0���� and has a maxima at �=� /2. The results shown in
igs. 3 and 4 are obtained with M = P=10.

Conclusions
In this paper, an analytical solution to the asymmetric transient

eat conduction in a layered annulus is presented. Each layer can
ave spatially varying but time-independent volumetric heat
ource. Inhomogeneous boundary condition of the first, second, or
he third kind can be applied in the radial direction. The proposed
olution is also applicable to the layered-structures with inner ra-
ius r0=0.
It is noted that the solution of the multilayer two-dimensional
eat conduction problem in polar coordinates is not analogous to

11304-6 / Vol. 131, JANUARY 2009
the corresponding problem in multidimensional Cartesian coordi-
nates �or 2D cylindrical r–z coordinates�. In polar coordinates,
dependence of the eigenvalues in the transverse direction on those
in the other direction is not explicit. The absence of explicit de-
pendence leads to a complete solution, which does not have

Fig. 4 Transient temperature variation in the radial direction at
„a… �=0, „b… �=� /2, and „c… �=3� /2
imaginary transverse eigenvalues. Numerical evaluation of the
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ouble-series solution shows that a reasonable number of terms
re sufficient to obtain results with acceptable errors for engineer-
ng applications.
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The Effect of Pore Size on the
Heat Transfer Between a Heated
Finned Surface and a Saturated
Porous Plate
An investigation was performed to examine the effect that the pore size in a porous plate
had on the heat transfer between a heated finned surface and a saturated porous plate at
different gap distances between the surfaces. Experiments were performed for a porous
plate with a nominal pore size of 50 �m and the results were compared with previous
results for a pore size of 200 �m (Schertzer et al., 2006, “The Effect of Gap Distance on
the Heat Transfer Performance Between a Finned Surface and a Saturated Porous
Plate,” Int. J. Heat. Mass Transfer, 4, pp. 4200–4208). The plate with the smaller pore
size performed better at small and intermediate gaps but not at large gaps. The maximum
heat transfer coefficient was similar for both plates when compared in terms of the ratio
between the gap distance and the pore size. However, the temperature distributions on the
heated foil and their evolution with heat flux were dissimilar when compared in terms of
the gap distance or the gap to pore ratio, suggesting that the boiling dynamics within the
gap does not scale with either parameters. �DOI: 10.1115/1.2977595�

Keywords: boiling, porous structure, two-phase heat transfer, capillary evaporator
ntroduction
Increasing heat flux requirements and thermal constraints in a

ange of applications have increased the demand for highly effec-
ive heat transport systems �1–3�, including passive two phase
eat transfer devices such as heat pipes and capillary pumped
oops. In capillary pumped loops, the heat transferred to a satu-
ated porous plate through a series of heated fins evaporates a
orking fluid. The resulting vapor escapes to vapor grooves be-

ween the heated fins and is carried to the condenser section be-
ore being recirculated back to the evaporator �4�. It has been
rgued that the boiling process below the fin can limit the wicking
f fluid within the porous structure and lead to failure at high heat
uxes �5–9�. As a result, a number of models have been developed

o predict the heat transfer performance of a capillary evaporator,
ncluding models that did �7–9� and did not �5,6� consider vapor
enetration within the wick itself. The models that considered
apor penetration into the wick predict that this would eventually
ead to a decrease in the performance of the evaporator. Experi-

ental studies have observed the formation of a two phase liquid-
apor region within the porous structure when the heated fin was
n direct contact with the wick �10–12�. In these cases, the heat
ransfer performance initially increased with the heat flux before
eaching a maximum and then decreased with a further increase in
eat flux.

The models for the capillary evaporator predicted that the heat
ransfer performance of the device could be improved by reducing
he pore size in the wick, which increases the maximum capillary
ressure and thus should delay vapor penetration �5,11�. Experi-
ents to evaluate the effect of pore size on the heat transfer per-

ormance of a capillary evaporator were performed for bead
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AL OF HEAT TRANSFER. Manuscript received November 30, 2007; final manuscript
eceived April 29, 2008; published online October 17, 2008. Review conducted by

eter Vadasz.

ournal of Heat Transfer Copyright © 20
packed beds with particle diameters between 0.55 mm and
1.99 mm �or nominal pore sizes between 194 �m and 702 �m�
�11�. The results showed that the maximum heat flux increased
when the particle size was reduced in all cases. However, the
maximum heat transfer coefficient did not increase in all cases,
instead decreasing when the particle size decreased from
1.09 mm to 0.55 mm. Liao and Zhao argued that the permeability
of the porous structure was lower for the smallest particle size,
which increased the viscous losses and limited the flow of the
working fluid through the wick, thereby affecting the rewetting of
the heated surface.

Figus et al. �13� proposed that introducing a small gap between
the heated fins and the porous structure in a capillary evaporator
could allow vapor to escape to the vapor channels more easily,
reducing the vapor penetration into the wick. Model predictions
�13� suggested that gap distances as small as 10 �m could be
sufficient to improve the heat transfer performance, but experi-
mental studies with porous structures with pore radii of 20 �m
and 200 �m indicated larger optimum gap distances of 100 �m
and 500 �m, respectively �14,15�. This suggests that the optimum
gap distance may be a function of the pore radius, but these ex-
periments were performed for different configurations, thus mak-
ing it difficult to compare the results. In particular, Platel et al.
�14� considered a coaxial evaporator, while Schertzer et al. �15�
considered the heat transfer between a finned foil and a porous
plate that allowed measurements of the transient temperature of
the heated surface. Schertzer et al. �15� found evidence that vapor
periodically built up beneath the heated surface before escaping to
the vapor grooves for small gap distances. This vapor buildup
appeared to be less prominent as the gap distance increased, indi-
cating that the vapor escaped more easily as suggested by Figus et
al. �13�. The performance of the evaporator initially increased
with gap distance but remained relatively unchanged for gap dis-
tances between 500 �m and 900 �m. Similar measurements have
not been performed for porous plates with other pore sizes, so it is
not yet clear how the optimum gap distance would depend on the
pore size.
The objective of this investigation was to characterize the effect

JANUARY 2009, Vol. 131 / 011501-109 by ASME
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hat the pore size had on the heat transfer between a heated finned
urface and a saturated porous plate. This was done by repeating
he experiments outlined in Schertzer et al. �15� for a porous plate
ith a pore radius of 50 �m and comparing these results to those

or the 200 �m pore size �15�. The experimental methodology is
escribed in the next section followed by the experimental results
nd the conclusions of the investigation.

Experimental Facility
The experimental facility used in this investigation, shown in

ig. 1, was the same as that used in Schertzer et al. �15�. The
acility consisted of a main test section that contained the porous
late and the heated surface, a constant head tank that supplied
reheated working fluid to the test section, and a system reservoir.
istilled water from the system reservoir was constantly pumped

nto the constant head tank and allowed to overflow back into the
eservoir in a controlled manner to maintain the height of the fluid
n the constant head tank. The height of the water in the constant
ead tank was maintained at a level corresponding to the upper
urface of the porous plate in the main test section. The water in
he constant head tank was preheated to 60°C using a 1 kW plug
eater that was turned on and off using a proportional-integral-
erivative �PID� controller with input from a T-type thermocouple
ocated in the tank. The water from the constant head tank entered
small reservoir on the bottom of the main test section, where it
as heated to 75°C using two 100 W plug heaters that were

urned on and off using a PID controller. The input in this case
as the average from five T-type thermocouples placed at various

Fig. 1 Schematic of the experimental facility

Fig. 2 SEM images of the surface of the porous

A length of 500 �m is shown on both images.

11501-2 / Vol. 131, JANUARY 2009
heights in the main test section. The change in the volume of the
working fluid within the system was measured to within �2 mL
using a graduated cylinder mounted on the system reservoir.

The experiments were performed here for a 12 mm thick po-
rous alumina plate �Al2O3� with a reported porosity ��� of 50%
and a nominal pore radius �RP� of 50 �m. Typical scanning elec-
tron microscope �SEM� images of the two porous plates are
shown in Fig. 2 to illustrate the pore size and distribution. The
plate was heated from above using a 25 �m thick stainless steel
resistive foil that was attached to a machined Teflon block with
five 80 mm long fins, as shown in Fig. 2. The stainless steel foil
had a nominal width of 60 mm but much of the central section
was cut away, leaving three 80 mm long strips that matched the
three central fins of the Teflon block. The gap between the strips
was 10 mm and the middle strip on the foil had a width of
10.0 mm, while the two adjacent strips had widths of 10.5 mm so
that the largest heat flux would occur on the central strip. The two
outermost fins of the Teflon block acted to contain the vapor flow
from beneath the two outer heated fins. Slots that were 5 mm wide
were machined through the center of the three central fins attached
to the heated foil to allow optical access to the foil surface. The
temperature distribution on the upper surface of the visible portion
of the central strip of the foil was measured using a high-speed
infrared camera. The visible portion of the foil was painted with
flat black paint that had an emissivity ��� of 0.96�0.01 �16� to
facilitate these measurements.

The ends of the stainless steel foil were attached to large copper
electrodes and were resistively heated using a dc power supply
with a maximum current output of 200 A. The copper electrodes
were mounted on rails using Teflon bearings that allowed the foil
to be tensioned by adjusting stainless steel screws that butted up
against the Teflon block. This entire heated finned assembly was
mounted on a separate set of rails that could be used to adjust the
vertical gap distance between the heated surface and the porous
plate �Fig. 3�. The vertical gap distance was measured on either
end of the evaporator section using dial gauges with an accuracy
of �12.0 �m.

At steady state, the electric heating in the stainless steel foil was
transferred to the working fluid or lost to the ambient by convec-
tion or radiation. The heating in the thin strips was estimated
using a resistance network, while the latent heat transfer to the
water was determined using the mass flow rate from the main
reservoir. These estimates were found to agree to within �5% in
all experiments, suggesting that the electrical heating in the thin
strips could be used to determine the heat flux transferred to the
fluid. The sum of the radiation and convection losses from the
exposed portion of the foil was estimated to be approximately
1.2 kW /m2.

The temperature distribution on the visible portion of the foil

te with a pore size of „a… 50 �m and „b… 200 �m.
pla
Transactions of the ASME
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eneath the center fin was measured with the high-speed infrared
amera at a resolution of 0.5 mm /pixel and an accuracy of 1.0°C.
he temperature distributions for each case were recorded at both
frames /s and 60 frames /s, for a total of 220 frames. The mea-

urements were taken after a minimum of 10 min of operation in
rder to allow the average foil temperature to come to a steady
tate. The average foil temperature and probability density func-
ions �PDFs� of the temperature on the heated foil were deter-

ined from the measurements recorded at 2 frames /s, while the
igh frequency measurements were used to examine the boiling
ynamics beneath the foil. The experimental uncertainties in the
easurements for this investigation are given in Table 1, further

etails of which can be found in Schertzer et al. �15�.

Results and Discussion
The change in the averaged temperature on the visible portion

f the heated foil and the heat transfer coefficient with heat flux
or RP=50 �m and 200 �m �15� plates are presented in Fig. 4 for
elected gap distances. In all cases, the applied heat flux was
ncreased until a local maximum in the average heat transfer co-
fficient was observed. When the heat flux was increased further,
he average temperature of the heated foil became unstable. The

aximum heat transfer with a stable temperature increased with
he gap distance for the range of gap distances studied here, con-
istent with previous results �13–15�. The change in the heat trans-
er performance with a gap can be attributed to a change in the
oiling dynamics below the heated surface. Schertzer et al. �15�
howed that at relatively small gap distances, vapor built up peri-
dically beneath the heated surface before being exhausted to the
apor grooves. For larger gap distances, the vapor did not appear
o build up below the fin, but instead seemed to escape to the
apor grooves relatively easily, resulting in an increase in the heat
ransfer performance.

The change in the average temperature with heat flux was simi-
ar for the zero gap case for both plates; however, there was a
ignificant difference in the performance for gap distances of
00 �m or greater. The maximum stable heat flux at a gap dis-
ance of 300 �m was 160 kW /m2 for the RP=50 �m plate, but

ig. 3 Detailed sketch of the heated fin assembly. The second
opper electrode and a portion of the horizontal rails have been
emoved for clarity.

Table 1 Experimental uncertainty

easurement Expt. uncertainty

ap distance �G� �50 �m
ass flow rate �ṁ� �4%
eat flux �q�� �5%

nstantaneous foil temperature �Tsur� �1°C
ournal of Heat Transfer
only 110 kW /m2 for the RP=200 �m plate. This is consistent
with the model predictions �5,11�, which suggest that a reduction
in the pore size improves the performance of the evaporator.
Somewhat surprisingly, the maximum heat flux for the RP
=200 �m plate was 230 kW /m2 at a gap distance of 900 �m and
only 180 kW /m2 for the RP=50 �m plate. For gap distances
greater than 500 �m, the average foil temperature at a given heat
flux increased with the gap size for the RP=50 �m plate, unlike
the RP=200 �m plate where the change in the average foil tem-
perature with heat flux was relatively independent of the gap size
at large gap distances �15�. This transition appears to occur at a
gap distance of approximately 500 �m where the performance of
both plates was similar.

The change in the averaged foil temperature with heat flux at
gap distances between 0 �m and 300 �m is shown in more de-
tails in Fig. 5. The results show that the maximum stable heat flux
was similar for both plates at gap distances of 0 �m and 100 �m.
However, the average foil temperature was lower for the RP
=50 �m plate at low heat fluxes, suggesting that the reduction in
pore size does increase the performance of the evaporator at low
heat fluxes. The results at the higher heat fluxes are similar for
both pore plates at these gap distances, suggesting that the failure
mechanism at small gaps may not be strongly dependent on the

Fig. 4 Change in „a… the average foil temperature and „b… the
average heat transfer coefficient as a function of heat flux for
gap distances of � � G=0 �m, � � G=300 �m � � G
=500 �m, and � � G=900 �m. The solid symbols are for the
RP=50 �m plate, and the open symbols are for the RP
=200 �m plate †15‡.
pore size as predicted in the models �5,11�. The average tempera-

JANUARY 2009, Vol. 131 / 011501-3
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ure on the foil at gap distances of 200 �m and 300 �m is again
ower for the RP=50 �m plate at lower heat fluxes. The maximum
eat flux for the RP=50 �m plate was substantially greater than
hat for the RP=200 �m plate at these gap distances, suggesting
hat the failure mechanism in these cases depends on the pore size,
nlike at the smaller gap distances.

The change in the maximum heat transfer coefficient with gap
istance for both plates is shown in Fig. 6. The heat transfer
oefficient here is based on the difference between the average
emperature on the foil and the temperature of the subcooled liq-
id beneath the porous media �17�. The trends were similar for
eat transfer coefficients based on the saturation temperature of
he liquid, but the magnitudes were significantly larger when the
verage temperatures were close to the saturation temperature.
he maximum heat transfer coefficient for the two porous plates
as similar for gap distances of 0 �m and 100 �m. The maxi-
um heat transfer coefficient for the RP=50 �m plate was 118%

nd 66% larger for gap distances of 200 �m and 300 �m, respec-
ively; but, they were between 6% and 30% lower for gap dis-
ances between 500 �m and 900 �m. The largest heat transfer
oefficient for both plates occurred for a gap distance approxi-
ately 3 to 5 times greater than the pore radius �Fig. 6�b��, con-

istent with the previous results for a coaxial evaporator with a
0 �m pore radius �14�. The maximum heat transfer coefficient
as between 25% and 75% larger for the RP=200 mm plate at all
ap distances to pore size ratios with the difference becoming
maller at larger gaps to pore ratios. This suggests that the perfor-
ance of the RP=50 �m plate may be superior between 100 �m

nd 500 �m because these distances were closer to the optimum
ap distance to pore size ratio.

3.1 Temperature Distributions on the Heated Surface. The
ime averaged data suggest that there are potentially three modes
f behavior, which are dependent on both the gap distance and the
ore radius. This is examined further using transients of the tem-
erature distribution measured on the foil and the PDFs of these
emperatures. The typical sequences of the instantaneous tempera-
ure distributions of the heated foil in direct contact with the RP
50 �m plate at a heat flux of 15 kW /m2 after it had reached

teady state operation are presented in Fig. 7. There is evidence of
igh temperature regions that increase in size and then disappear,
uggesting that vapor regions grow beneath the heated foil until
he vapor can escape to the vapor grooves similar to the results for

ig. 5 Change in the average foil temperature as a function of
eat flux for gap distances of � � G=0 �m, � � G=100 �m, �

G=200 �m, and � � 300 �m. The solid symbols are for the
P=50 �m plate, and the open symbols are for the RP
200 �m plate †15‡.
he 200 �m pore radius �15�. The temperature distributions in

11501-4 / Vol. 131, JANUARY 2009
both cases were two-dimensional and transient, suggesting that a
steady state model for the vapor distribution in the porous plate
and the gap may not accurately predict the phenomenon.

The results for the two plates with different pore radii can be
compared using the PDFs of the foil temperature shown in Fig. 8.
The results for the RP=200 �m plate were not considered in Ref.
�15�. The PDFs here are determined from the temperatures on the
visible portion of the foil. The PDFs of the foil temperature for the
RP=50 �m plate are bimodal, with one peak near the saturation

(b)

(a)

Fig. 6 Change in the maximum heat transfer coefficient as a
function of „a… gap distance and „b… the ratio of the gap dis-
tance to pore radius for � the RP=50 �m plate and � the RP
=200 �m plate.

Fig. 7 Typical transients of the instantaneous temperature
„°C… distribution on the heated foil for the RP=50 �m plate with
G=0 �m at a heat flux of 15 kW/m2. These images were re-

corded 17 ms apart.
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emperature and a second peak at higher temperatures. In contrast,
he PDFs of the temperature on the foil for the RP=200 �m plate
ave a single peak near 105°C. The bimodal distribution for the
maller pore radius shows that a significant portion of the foil
perates near the saturation temperature even at high heat fluxes.
espite this increase in performance at low and moderate heat
uxes, the foil temperature becomes unstable at the same heat flux
s the RP=200 �m plate. This suggests that the failure mode at
mall gap distances is a local phenomenon and that the maximum
eat flux is more dependent on the gap distance than the pore
adius in these cases.

The PDFs of the foil temperature for the 100 �m gap are
hown in Fig. 9. The PDFs are again bimodal for the RP
50 �m plate at low heat fluxes. Here, the temperature of the

econd peak initially increased with heat flux more than in the
ero gap case. At 50 kW /m2, the secondary maximum shifted to a
ower temperature, but there is also a longer tail in the distribu-
ion. These changes seem to be due, in part, to the fact that the

aximum heat flux is significantly higher than that observed in
he zero gap case. The PDF for the RP=200 �m plate has a single
eak at low heat fluxes that sharpens and shifts to lower tempera-
ures when the heat flux was increased from 20 kW /m2 to
0 kW /m2, resulting in the nonmonotonic behavior that was pre-
iously observed by Schertzer et al. �15�. This was not observed
or the smaller pore radius.

The high temperatures in these PDFs correspond to local high
emperature regions such as those observed in Fig. 7 that persist
nd increase in temperature at high heat fluxes. The maximum
emperature of these regions tends to be greater for the larger pore
adius at the same heat flux. The results for gap distances of 0 �m
nd 100 �m show evidence of very high temperatures even as a
ortion of the foil remained at the saturation temperature, suggest-
ng that failure of the evaporator at smaller gaps is a local phe-
omenon. The high temperature tails on the PDFs appear at simi-
ar heat fluxes for both plates when G=0 �m and 100 �m. This
ould explain why the failure of the evaporator at small gap dis-
ances does not appear to be dependent on pore radius, despite the
pparent differences in the boiling dynamics.

The results at the larger gap distances were first considered in
erms of the ratio of the gap distance to the pore size. The change
n the PDFs of the foil temperature for gap to pore ratios between

and 6, where the maximum heat transfer coefficient was ob-
erved to follow a similar trend for both plates, is presented in Fig.
0. While the gap to pore ratios for the two porous plates pre-
ented in the figure are not the same, the results are still revealing.

ig. 8 Time and space averaged probability density functions
f the temperature on the foil surface for „a… the RP=50 �m
late and „b… the RP=200 �m plate with G=0 �m at q�= — 15,
– 20 and ¯ 25 kW/m2.
n particular, the PDFs of the foil temperature for the RP

ournal of Heat Transfer
=50 �m plate were bimodal in all cases, while those for the RP
=200 �m plate have a single peak. In the PDFs for the RP
=50 �m plate, the low temperature peak was more substantial at
higher gap to pore ratios for a given heat flux, suggesting that the
vapor beneath the fin escapes more easily at larger gap to pore
ratios. At higher heat fluxes, the low temperature peak broadened,
while the higher temperature peak became more substantial and
extended to higher temperatures. The bimodal nature of the PDFs
for the RP=50 �m plate shows that a significant portion of the
foil exists at the saturation temperature even at the highest heat
fluxes examined here. This again suggests that the failure of the
evaporator is a local phenomenon. The peaks in the PDFs for the
RP=200 �m plate broaden and shift to higher temperatures as the
heat flux increases with few measurements near the saturation
temperature even at moderate heat fluxes. Thus, the mechanism
responsible for cooling the heated surface is less effective for the
RP=200 �m plate. The difference in the PDFs and the change in
these functions with heat flux indicates that the boiling dynamics
within the gap differ for the two porous plates despite the similar-
ity in the change in the maximum heat transfer coefficient at simi-
lar gap to pore ratios.

A comparison of the PDFs of the foil temperature for the two
plates in terms of gap distance is shown in Fig. 11. The PDFs for
the larger pore radius all have a single peak that tends to broaden
and shift to higher temperatures with increased heat flux for a
given gap distance. The change in the distribution with heat flux is
similar at different gap distances, suggesting that the heat transfer
mechanism is likely similar for large and intermediate gap dis-
tances. The PDFs for the RP=50 �m plate at gap distances of
300 �m and 500 �m are bimodal, but at gap distances above
500 �m �i.e., 900 �m�, the PDFs have a single peak that shifts to
higher temperatures at higher heat fluxes. This suggests that there
is a change in the boiling dynamics for the RP=50 �m plate at
large gap distances that were not seen for the RP=200 �m plate
�15�. For example, at a gap distance of 900 �m, the majority of
the foil is above 105°C at 180 kW /m2 and only a small portion of
the foil is near the saturation temperature. This shift in the PDF at
high heat fluxes is larger than that observed for the RP=200 �m
plate at the same gap distance. Typical transient temperature dis-
tributions for the RP=50 �m plate at gaps distances of 300 �m
and 900 �m are presented in Fig. 12. The results for the 300 �m
gap show that a significant portion of the foil is near the saturation
temperature with small high temperature regions that appear and

Fig. 9 Time and space averaged probability density functions
of the temperature on the foil surface for „a… the RP=50 �m
plate and „b… the RP=200 �m plate with G=100 �m at q�= — 20,
––30 and ¯ 50 kW/m2.
disappear on the foil. However, at the gap distance of 900 �m, the

JANUARY 2009, Vol. 131 / 011501-5
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ajority of the foil is above the saturation temperature, which is
imilar to the results for large gaps with the RP=200 �m plate
15�. The high temperature regions in this case are transient, sug-
esting the presence of a two-phase flow below the foil. Thus, the

Fig. 10 Time and space averaged p
=50 �m plate „left… and the RP=200
pore ratio of „a… 2 for q�= — 15 kW
40 kW/m2, and – – 50 kW/m2, „b… 4
40 kW/m2, — 90 kW/m2, and – – 135
60 kW/m2, ¯ 90 kW/m2, — 125 kW/m
60 kW/m2, – – 80 kW/m2, ¯ 130 kW
„e… 3.5 for q�= — 120 kW/m2, – – 160
and – – 240 kW/m2, and „f… 4.5 for
200 kW/m2, — 220 kW/m2, and – – 2

Fig. 11 Time and space averaged p
=500 �m plate „left… and the RP=200
=300 �m q�= — 40 kW/m2, – – 60 kW
– – 160 kW/m2

„b… G=500 �m for
150 kW/m2, — 180 kW/m2, and – –
40 kW/m2, – – 90 kW/m2, ¯ 120 kW/
„d… G=300 �m for q�= — 30 kW/
100 kW/m2, and – – 110 kW/m2, „e
80 kW/m2, ¯ 130 kW/m2, — 180 k
=900 �m for q�= — 100 kW/m2,

2 2
220 kW/m , and – – 230 kW/m .
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results show that the boiling dynamics within the gap for the two
plates become similar for gaps greater than 500 �m, though the
performance is a function of the pore radius with the RP
=50 �m plate having a poorer performance.

ability density functions for the RP
plate „right…. The results for gap to
2, – – 20 kW/m2, ¯ 30 kW/m2, —
q�= — 20 kW/m2, – – 30 kW/m2, ¯
/m2, „c… 6 for q�= — 40 kW/m2, – –

and – – 160 kW/m2, „d… 2.5 for q�= —
, — 180 kW/m2, and – – 200 kW/m2

/m2, ¯ 200 kW/m2, — 220 kW/m2,
— 100 kW/m2, – – 120 kW/m2, ¯

kW/m2.

ability density functions for the RP
plate „right…. The results for „a… G

2, ¯ 90 kW/m2, — 125 kW/m2, and
— 90 kW/m2, – – 120 kW/m2, ¯

0 kW/m2, „c… G=900 �m for q�= —
, — 150 kW/m2, and – – 180 kW/m2,

– – 60 kW/m2, ¯ 80 kW/m2, —
=500 �m for q�= — 60 kW/m2, ––
m2, and – –200 kW/m2 and „f… G
– 120 kW/m2, ¯ 200 kW/m2, —
rob
�m

/m
for
kW
2,

/m2

kW
q�=
rob
�m
/m

q�=
19
m2

m2,
… G
W/
–
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Conclusions
An experimental investigation was performed to examine the

ffect that pore size had on the heat transfer between a heated
nned surface and a saturated porous plate when a gap was and
as not present between the two surfaces. Experiments were per-

ormed using a porous plate with nominal pore size of 50 �m for
ap distances from 0 �m to 900 �m and compared to previous
esults for a pore size of 200 �m �15�. The results show that the
oiling dynamics within the gap are different at small, intermedi-
te, and large gap distances. The transition between these operat-
ng regimes is dependent on the pore size, with the smaller pore
ized plate having a better performance at small and intermediate
aps but a lower performance at larger gaps. The maximum heat
ransfer coefficient depends on the ratio between the gap distance
nd the pore radius, with an optimum performance at a gap dis-
ance that was 3 to 5 times the nominal pore radius. The tempera-
ure distributions on the heated surface and their evolution with
eat flux were significantly different for the two plates, and do not
ppear to be dependent on either the gap distance or the ratio
etween the gap distance and the pore radius. This indicates that
he boiling dynamics within the gap do not scale with the ratio
etween the gap distance and the pore radius.
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ig. 12 Typical transients of the instantaneous temperature
°C… distribution on the heated foil for the RP=50 �m plate
hen „a… G=300 and q�=160 kW/m2 and when „b… G=900 �m
nd q�=180 kW/m2. The images were recorded 17 ms apart.
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Nomenclature
G � gap distance between the heated surface and

the porous plate �m�
h � average heat transfer coefficient �W /m2 K�
ṁ � mass flow rate of water �kg/s�
q� � heat flux �W /m2�
RP � nominal pore radius within the porous plate

�m�
t � time �s�

T � temperature �°C�
w � spanwise position from the center of the heated

foil �m�
� � emissivity

� � porosity of the porous plate
f�T� � probability density function of the temperature

on the surface of the heated foil �1 / °C�

Subscripts
av � average

max � maximum
W � wick
P � pore

sur � heated surface
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Convective Condensation of
Vapor in Laminar Flow in a
Vertical Parallel Plate Channel in
the Presence of a High-
Concentration Noncondensable
Gas
The problem of laminar film condensation of a vapor from vapor-gas mixture in laminar
flow in a vertical parallel plate channel is formulated theoretically. The flowing gas-
vapor mixture contains a noncondensable gas in high concentration. An example of this
case is the flow of humid air, in which air is present in high concentration. Vapor
condenses at the dew point temperature corresponding to mass fraction of vapor in the
gas-vapor mixture and the total pressure. The rate of condensation is controlled by the
diffusion of the vapor through the noncondensable gas film. Thus the problem of convec-
tive condensation is treated as a combined problem of heat and mass transfer. The
problem is governed by the mass, momentum and energy balance equations for the
vapor-gas mixture flowing in a channel, and the diffusion equation for the vapor species.
The flow of the falling film of condensate is governed by the momentum and energy
balance equations for the condensate film. The boundary conditions for the gas phase
and the condensate film are considered. The temperature at the gas-to-liquid interface is
estimated by making use of the equations of heat and mass balance at the interface. The
local condensation Nusselt number, condensation Reynolds number, and temperature at
the gas-to-liquid interface are estimated from the numerical results for different values of
the system parameters at the channel inlet, such as relative humidity, temperature of
vapor-gas mixture, gas phase Reynolds number, and total pressure. The condensation
heat transfer coefficients computed from the present theory are compared with the ex-
perimental data available in literature, and the agreement is found to be good. The
present work is an extension of the earlier work, in which the problem of in-duct con-
densation of humid air in turbulent flow was solved theoretically. Humid air is considered
as the gas-vapor mixture, since various physical and thermal properties have to be
specified during the analysis. �DOI: 10.1115/1.2993541�

Keywords: high-concentration noncondensable gas, in-tube condensation, laminar flow
in a channel, two-phase flow
Introduction
Condensation of water vapor in the presence of a high-

oncentration noncondensable gas takes place in air cleaning and
onditioning systems, humidity control systems, atmospheric con-
ensers, refrigeration engineering, and also heat exchangers with
arrow channels. In air-conditioning equipment the air flows in
etween parallel plate channels, which are at a low temperature
ue to their contact with the cold pipe carrying the refrigerant.
hen the water vapor in the vapor-air mixture is cooled below its

ew point temperature, it undergoes condensation on the plates of
he channel and flows down in the form of a film. The total heat
ux from water vapor-air mixture to the plate is the sum of con-
ection spent on cooling the vapor-gas mixture in the boundary
ayer and the latent heat spent on vapor condensation. Hence the
rocess of condensation of water vapor from vapor-air mixture is

1Author to whom correspondence should be addressed.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 27, 2007; final manuscript
eceived July 7, 2008; published online October 21, 2008. Review conducted by

ouis C. Chow.

ournal of Heat Transfer Copyright © 20
governed by the convection through the vapor boundary layer and
the diffusion of vapor to the surface followed by its condensation.
The problem of condensation of water vapor from vapor-air mix-
ture needs a combined solution of mass, momentum and energy
balances, and the diffusion equation. If the plates of the channel
are below the freezing temperature of water, then the condensate
on the plate surface freezes and forms ice or frost. In the present
analysis the plates of the channel are maintained above the freez-
ing temperature of water, thus precluding the possibility for frost
formation.

The problem in the present investigation relates to the case of
condensation of vapor in the presence of a high percentage of
noncondensable gas. A popular example of this case is condensa-
tion of water vapor from humid air, which contains air in high
concentration. Lebedev et al. �1� performed a combined experi-
mental study of heat and mass transfer in condensation of vapor
from humid air on a flat plate in longitudinal flow in an asym-
metrically cooled slot. They observed an increase in condensation
heat transfer with an increase in the relative humidity of the air.
Recently Dharma Rao et al. �2� tackled theoretically the problem

of condensation of water vapor from humid air flowing in a duct

JANUARY 2009, Vol. 131 / 011502-109 by ASME
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n turbulent flow. They obtained local and average values of the
ondensation Nusselt number, condensation Reynolds number,
as-liquid interface temperature, and pressure drop from the nu-
erical results for different values of the system parameters at the

nlet, such as relative humidity, temperature of air, gas phase Rey-
olds number, and total pressure. Hence, in view of its impor-
ance, the same problem is solved presently for the case of laminar
ow of humid air in a parallel plate channel. The condensate film
n the wall of the channel is assumed to be a thin film in laminar
ow. The condensation rates are obtained by a conjugate analysis
f the problem of forced convection of the humid air in the chan-
el with the Nusselt’s analysis of condensation for the condensate
lm. A detailed review of contemporary literature on this topic
as presented by Dharma Rao et al. in Ref. �2�.
The present problem is different from the problem of conden-

ation of steam from a steam-air mixture, which contains air in
ow concentration. The reasons, due to which the problems of
igh and low concentrations are different, are listed below.

�1� Humid air flows in the case of high concentration �2,3�
while steam flows in the case of low concentration of non-
condensable gas �4–6�.

�2� The temperature of vapor-gas mixture is nearer to room
temperature in the case of high concentration while it is
nearer to the saturation temperature of vapor in the case of
low concentration.

�3� The controlling parameter in the case of high concentration
is the humidity or mass fraction of water vapor in the gas-
vapor mixture, while it is the mass fraction of noncondens-
able gas in the gas-vapor mixture in the case of low
concentration.

Physical Model and Formulation
The physical model under consideration is shown in Fig. 1.

umid air flows down in a vertical parallel plate channel of width
and length L in laminar forced flow. The coordinates along and

ormal to the channel wall are z and y, respectively, and the cor-
esponding velocity components are u and v. The breadth of the

Fig. 1 Physical model and configuration
hannel is assumed to be large in comparison with its width, and

11502-2 / Vol. 131, JANUARY 2009
the flow is assumed to be two dimensional. The water vapor-air
mixture enters with a Reynolds number Reg,0, temperature T0,
total pressure P0, and relative humidity RH,0. The temperature on
both the plates is maintained at a uniform value, Tw, and Tw
�T0. The partial pressure of water vapor at the inlet is pv,0, where
pv,0= �RH,0��pv,0

� �. pv,0
� is the saturation vapor pressure of water at

temperature T0. The vapor-air mixture is cooled to its dew point
temperature, Td, causing condensation of water vapor. The tem-
perature on the plate of the channel, Tw, is below the dew point
temperature, Td, for 0�z�L. The inlet temperature of air T0 may
be either equal to or greater than Td. The vapor condensing at the
dew point temperature diffuses on to the surface of the channel
through the air film. The thickness of the condensate layer is �l on
each plate. The flow of the condensate film is assumed to be
laminar and the flow of the condensate is caused by gravity and
the shear force acting on the film surface by the flowing gas. Since
the rate of condensation is expected to be low, the condensate film
is assumed to be thin. The temperature on the free surface of the
condensate is Ti, which is less than dew point temperature, Td.
Thus Td�Ti�Tw. Ti is an unknown temperature, which is to be
evaluated by a trial-and-error procedure. In formulating the prob-
lem of condensation of vapor from the flowing air-vapor mixture,
it is assumed that the flow is steady and laminar in both gas and
liquid phases, the gas-to-liquid interface is smooth, and the vapor-
air mixture is treated as an ideal gas mixture. The total pressure,
P, is assumed to be constant across the channel, i.e., �P /�y=0;
however, P varies in the z-direction due to friction loss, momen-
tum change, and hydrostatic pressure loss. Humid air is consid-
ered as the gas-vapor mixture, since various physical and thermal
properties have to be specified during the analysis. The procedures
and equations to evaluate saturation vapor pressure of water, dew
point temperature, density of gas-vapor mixture, various physical
and thermal properties of the gas-vapor mixture, etc., are given in
Ref. �2�. The correlation equations used to evaluate saturation
vapor pressure, dew point temperature, and latent heat of conden-
sation of vapor are obtained with the help of the data book pre-
pared by Schmidt and Grigull �7�. The data obtained from corre-
lation equations are compared with the data in Ref. �7� and the
maximum deviation found to be �0.4% over the temperature
range from 5°C to 40°C, which is the operating range of tem-
perature in our numerical results.

2.1 Governing Equations for Gas Phase. The mass, mo-
mentum and energy balance equations for the gas phase, and the
diffusion equation for the vapor species are written as follows.
The density of the gas phase, �g, is assumed to be a function of z
alone.

For mass balance,

�u

�z
+

�v
�y

+
u

�g

d�g

dz
= 0 �1�

For momentum balance,

u
�u

�z
+ v

�u

�y
= g −

1

�g

�P

�z
+ �g

�2u

�y2 �2�

For energy balance,

u
�T

�z
+ v

�T

�y
=

�g

Prg

�2T

�y2 �3�

For diffusion,

u
��v

�z
+ v

��v

�y
− u

�v

�g

d�g

dz
= Dva

�2�v

�y2 �4�

The governing momentum and energy balance equations for con-

densate film are given in Ref. �2�.
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2.2 Boundary Conditions. The boundary conditions for the
overning equations for the gas phase ��l�y�W−�l� and con-
ensate film �0�y��l� are as follows. �l is the thickness of the
ondensate film.

For z=0, i.e., at the inlet of the channel,

= u0, v = 0, T = T0, �g = �g,0, �v = �v,0 for 0 � y � W

�5�

or z�0, the conditions at the channel walls, i.e., at y=0 and y
W, are as follows:

u = 0, v = 0, T = Tw = const �6�

he conditions at the center line of wall, i.e., at y=W /2, are as
ollows:

�u

dy
= 0, v = 0,

�T

�y
= 0,

��v

�y
= 0 �7�

he conditions at the gas-to-liquid interface i.e., at y=�l and y
�W−�l�, are as follows:

u = ui, T = Ti, �v = �v,i �8�

he subscript i refers to the gas-to-liquid interface.

2.3 Condensate Film Equations. The procedures to evaluate
he thickness of the condensate film and the interface temperature
re explained in Ref. �2�; hence, those details are omitted here.

The mass balance at the interface is given by the following
quation:

dṁl

dz
=

Dva

1 − �Cv,i/C̄i�

��v

�y
�9�

here

Cv,i

C̄i

=
�v,iRvTi

18P

Heat transfer from the vapor-gas mixture to the liquid film at
he interface comprises two components, namely, the sensible heat
y convection and the latent heat released by the condensing va-
or. Then the heat flux at the gas-to-liquid interface can be written
s follows:

ql,i = qg,i + �i
dṁl

dz
�10�

here ql,i=total heat flux received by the condensate film=
kl��T /�y� �l, qg,i=heat flux transferred by convection from the
as=−kg��T /�y� �g, and �i=latent heat of condensation of vapor at
emperature, Ti.

The expression for condensate film thickness, �l, is given as
ollows:

�l = �2�lṁl

	g

1

��u/�y��g

�1 − F�
�1 + F/3��1/2

�11�

here F=g��l−�v��l
2 /2	lui. Equation �11� may be simplified by

etting F equal to zero, which amounts to assuming linear velocity
rofile in condensate film �2�. The temperature at the gas-to-liquid
nterface, Ti, is given by the following equation:

Ti = Tw + �l�� kg

kl

�T

�y
�

g

+
�i

kl

dṁl

dz
� �12�

2.4 Normalized Equations for Gas Phase and Condensate
ilm. The constitutive equations are put in the normalized form
aking use of the following dimensionless variables and param-

ters:

u+ = u/u0, v+ = vReg/u0, T+ = �T − Tw�/�T0 − Tw�, �+ = �g/�g,0
g
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�v
+ = �v/�v,0, z+ = z/WRe, y+ = y/W, �+ = �/W, �g,v

+ = �g/�v,0

k+ = kg/kl, 	+ = 	g/	l, �+ = �g/�l, �i
+ = �i/�0, Reg = u0W/�g

Scg = �g/Dva, Rel = 4ṁl/	l, P+ = �P − P0�/�g,0u0
2, Ar = gW3/vg

2

�13�

2.5 Normalized Gas Phase Equations. The normalized
equations for gas phase, i.e., Eqs. �1�–�4�, are written as follows.

For continuity equation,

�u+

�z+ +
�v+

�y+ +
u+

�g
+

��g
+

�z+ = 0 �14�

For momentum equation,

u+�u+

�z+ + v+�u+

�y+ = −
1

�g
+

�P+

�z+ +
�2u+

�y+2 +
Ar

Reg
�15�

For energy equation,

u+�T+

�z+ + v+�T+

�y+ =
1

Prg

�2T+

�y+2 �16�

For diffusion equation,

u+��v
+

�z+ + v+��v
+

�y+ − u+�v
+

�g
+

��g
+

�z+ =
1

Scg

�2�v
+

�y+2 �17�

where

Reg = Reg,0
�g

+

	g
+ , Prg = Prg,0

	g
+Cpg

+

kg
+ , and Scg = Scg,0

	g
+

�g
+Dva

+

�18�

2.6 Normalized Condensate Film Equations. The normal-
ized form of mass balance equation at the interface, i.e., Eq. �9�, is
written as follows:

dRel

dz+ =
4	+

Scg

Reg

�g,v
+

��v
+/�y+

1 − �Cv,i/C̄i�
�19�

where

Cv,i

C̄i

= 	 pv,0

T0

	
Ti

+ + 1

P

�v,i

+

The dimensionless condensate film thickness, ��l
+�, which is ob-

tained from Eq. �11�, is given by the following equation:

�l
+ = 	 Rel

2�+	+Reg

1

�u+/�y+�g

�1 − F�
�1 + F/3�


1/2

�20�

Hence Eq. �20� may be simplified to the form shown below, by
assuming linear velocity profile, viz., by setting F equal to zero, as
stated earlier.

�l
+ = 	 Rel

2�+	+Reg

1

�u+/�y+�g

1/2

�21�

Thus either Eq. �20� or Eq. �21� may be used to compute the value
of �1

+. From Eq. �12�, the normalized temperature at the gas-to-
liquid interface, Ti

+, is given by the following equation:

Ti
+ = �l

+�k+� �T+

�y+�
g

+
Prl

4S

�i
+

Reg

dRel

dz+ � �22�

2.7 Nusselt and Sherwood Numbers. The local condensa-
tion Nusselt number, Nul,z, is computed from the following equa-

tion:
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Nul,z =
Ti

+

�l
+Tav

+ =
1

Tav
+ �k+� �T+

�y+�
g

+
Prl

4S

�i
+

Reg

d Rel

dz+ � �23�

The local convection Nusselt number �Nug,z� and Sherwood
umber �Shg,z� are computed from the following equations:

Nug,z =
1

Tav
+ � �T+

�y+�
g,y+=�l

+
�24�

Shg,z =
1

�v,av
+ � ��v

+

�y+�
y+=�l

+
�25�

Method of Solution
The gas phase, viz., the mixture of noncondensable gas and

ondensable vapor, occupies the width of the channel completely
t the inlet. As the gas-vapor mixture moves forward in the
-direction the condensate forms and the portion of the width
ccupied by the gas phase decreases in proportion to the thickness
f the condensate layer. In conventional moving boundary prob-
ems involving phase change such as condensation or solidifica-
ion, the identification of the moving front is required in terms of
he grid number. However, this procedure is more often used, for
xample, in the problem of solidification of a moving warm liq-
id, where the thickness of the solidified mass is comparable in
agnitude to the thickness of the liquid flowing.
A combination of finite-difference and integral methods is used

n solving the equations of the gas phase and condensate film,
espectively. In the present case of condensation of vapor from a
ixture containing gas in high concentration this conventional

rocedure is not used for the following two reasons. The thickness
f the condensate layer is by far less compared with the width of
he channel. The thickness of the condensate film is the highest at
he end of the channel where it is about one-hundredth of the
hannel width. The continuity and momentum and energy balance
quations for the gas phase are solved by applying pressure cor-
ection method to provide the necessary inputs to the velocity and
emperature derivative in Eqs. �20� and �22�. The increase in the
ondensate Reynolds number �Rel� for an increment ��z+� is cal-
ulated from Eq. �19�.

Pressure correction. The local pressure gradient must be speci-
ed to calculate the velocity field from the momentum balance
quation �8�. An equation is obtained to calculate the local pres-
ure gradient using a procedure, which is described below. The
erivative ��u /�z� is eliminated from the momentum balance
quation with the help of the continuity equation. The resulting
quation is integrated partially with respect to y to yield the fol-
owing equation in normalized form. Utilizing the fact that �l

+ is
y far less than unity, the following equation is obtained:

1

2�g
+

�P+

�z+ =�
0

0.5

u+�v+

�y+ dy+ +
1

�g
+

��g
+

�z+�
0

0.5

u+2dy+

−�
0

0.5

v+�u+

�y+ dy+ − � �u+

�y+�
y+=0

+
Ar0

2Reg,0
�26�

quation �26� is used to calculate ��P+ /�z+� at any z+ for z+�0.
he pressure gradient at the inlet, i.e., at z+=0, is calculated from

he following equation:

1

�g
+

�P+

�z+ = − � �u+

�y+�
y+=0

�27�

he method of solution of the normalized mass, momentum and
nergy balance equations, and the diffusion equation is as follows.
he values of P0, T0, RH,0, and Reg,0 at the inlet, i.e., at z=0, are
pecified. The system parameters are Reg, Prg, Prl, S, and Scg. The
rid independence and convergence tests at each increment in the

ownstream distance were conducted on the magnitudes of all

11502-4 / Vol. 131, JANUARY 2009
velocities and temperatures and particularly on the central line
velocity and temperature. The independence of the numerical re-
sults on the gird size �y+ has been tested by increasing the num-
ber of grids in the y-direction and a value of 200 grids is arrived
at in this process. �z+ is chosen such that �z+

� ���y+�2L /WReg,0�. Oosthuizen and Naylor �9� solved the prob-
lem of forced flow in a parallel plate channel using an explicit
numerical method. They took the value of �z+ based on the cri-
terion that �z+� ��y+2

L /WReg,0�. Since we solved the problem
by using an implicit method, we could choose a larger value of
�z+ than that in an explicit method. However, we used the same
value of �z+ as in the explicit method, which is given by the
inequality given above. The solution is started at the inlet, i.e., at
z+=0. An initial guess value for the pressure gradient �dP+ /dz+� is
calculated from Eq. �27�. The momentum balance equation, i.e.,
Eq. �15�, is solved by an implicit finite-difference scheme with an
upwind differencing scheme for the first derivatives in the
y-direction. The tridiagonal matrix is solved by Thomas algorithm
to get the u+-velocity field at z+=�z+. An improved value of
�dP+ /dz+� is calculated using the derived equation, i.e., Eq. �26�.
The momentum balance equation is solved again during the same
�z+ interval using the calculated value of �dP+ /dz+� to get im-
proved values of the velocity field. This procedure is repeated
until a converged value of �dP+ /dz+� is obtained.

The normalized energy balance and diffusion equations, i.e.,
Eqs. �16� and �17�, are also numerically solved to obtain T+ and �v

+

over an increment of �z+ by an implicit finite-difference method
with the aid of Thomas algorithm. The values of v+ at all the grid
points for �l

+�y+�0.5 are calculated using the normalized equa-
tion of continuity, i.e., Eq. �14�. The converged values of u+ at
z+=�z+ become the inputs for the solution of the momentum bal-
ance equation for the next increment in �z+. The converged value
of �dP+ /dz+� becomes the initial guess value for the second step
of �z+. Thus the numerical solution is continued to compute u+,
T+, �v

+, and v+ at each increment of �z+ until z+ becomes equal to
L+. The procedure to calculate ���g /�z�, �l

+, and Ti
+ is explained in

Ref. �2�. Nul,z, Nug,z, and Shg,z are calculated from Eqs. �23�–�25�,
respectively.

4 Results and Discussion
The present theoretical work is validated with the experimental

data of Lebedev et al. �1�, who conducted experiments in a rect-
angular duct to study the heat and mass transfer in the condensa-
tion of vapor from humid air in a preturbulent flow. The experi-
mental setup of Lebedev et al. �1� consists of a rectangular duct,
which is 0.02 m wide, 0.15 m high, and 0.6 m long. They obtained
experimental data for condensation heat transfer coefficients at
two different velocities at the inlet, viz., u0=1.4 m /s �Reg,0
=1480� and u0=0.7 m /s �Reg,0=740�, which are shown in Fig. 2.
The mass flow rates of vapor and air per unit width of the channel
corresponding to Reg,0=1480 are 1.806�10−4 and
0.0294 kg /m s, respectively. Numerical results are obtained from
the present work for local condensation heat transfer coefficient,
hl,z, for the same conditions of inlet velocity �u0�, gas inlet tem-
perature �T0�, and total pressure of gas-vapor mixture at the inlet
�P0� as those of Lebedev et al. �1�. The other data used are as
follows: L=0.6 m, W=0.02 m, and Tw=5°C. The local conden-
sation heat transfer coefficients computed at the middle of the test
section are shown in Fig. 2, which show satisfactory agreement
with the experimental data of Lebedev et al. �1�.

The input system parameters of the present study are the RH,0,
the relative humidity of the air entering the channel, Reg,0, the gas
phase Reynolds number at the channel inlet, T0, the temperature
of the air at the channel inlet, and P0, the total pressure of the air
in the channel at the inlet. The numerical results are obtained for
the chosen common parameters of constant wall temperature, Tw

=5°C, the length of the channel, L=1 m, and the channel width,
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=0.025 m. From the numerical results the local values of Nus-
elt number, condensation Reynolds number, and gas-liquid inter-
ace temperature are estimated for different values of the system
arameters. In forced convection condensation, the total heat
ransferred to the wall is the sum of the heat transferred by con-
ection through the gas film and the latent heat of condensation of
apor. The condensation Nusselt number reported in this work is
alculated from the total heat transfer rate. The local condensation
usselt numbers, Nul,z, are shown plotted in Fig. 3 as a function
f dimensionless downstream distance, z /L. Curves 1 and 2 of
ig. 3 show the effect of RH,0 on Nul,z for prescribed values of P0,
0, and Reg,0. A comparison of curves 1 and 2 shows a decrease in

ocal condensation Nusselt number with a decrease in the value of
H,0, due to an increase in the percentage of noncondensable gas

n the vapor-air mixture at the inlet and a consequent decrease in

ig. 2 Comparison of hl,z of the present work with experimen-
al data

ig. 3 Effect of T0, Reg,0, P0, and RH,0 on local Nusselt

umbers
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the vapor content of the mixture. Curves 2 and 3 of Fig. 3 show
the effect of T0 at fixed RH,0, P0, and Reg,0 on the local conden-
sation Nusselt number, Nul,z. The saturation vapor pressure in-
creases with an increase in T0, resulting in an increase in the
humidity of water vapor in the gas phase. The heat transfer by
convection also increases due to an increase in the temperature
difference between the vapor-gas mixture core and the wall with
an increase in T0. Hence Nul,z increases with an increase in �T0�,
due to increase in the total heat transfer to the condensate film.
The heat and mass transfer during condensation of vapor from
vapor-air mixture is also controlled by flow hydrodynamics. As
the gas phase Reynolds number at the inlet, Reg,0, increases, the
flow rate of vapor increases due to increase in the flow rate of
vapor-gas mixture. The higher the flow velocity, the higher the
heat transferred to the condensate film. Curves 4 and 2 of Fig. 3
illustrate the same trend that the local condensation Nusselt num-
ber increases with an increase in Reg,0 at fixed values of RH,0, P0,
and T0. Curves 6, 2, and 5 of Fig. 3 show an increase in the value
of Nul,z, as P0 is decreased for a fixed value of RH,0, T0, and Reg,0.
The property mostly affected by the pressure is the mixture den-
sity, �g. The �g increases with an increase in P0 due to the increase
in the saturation temperature. The gas phase Nusselt number
�hgW /kl�, which represents the convection part of the total heat
transfer, is shown plotted by the dashed line in Fig. 3. Curves 8
and 7 of Fig. 3 show that the gas phase Nusselt number �hgW /kl�
increases with an increase in Reg,0. However, the variation of gas
phase Nusselt number �Nug,z� with RH,0, T0, and P0 is not signifi-
cant.

The effects of the system parameters RH,0, Reg,0, T0, and P0 on
the local condensation Reynolds number, Rel,z, are shown plotted
in Fig. 4 as a function of the downstream distance, �z /L�. An
increase in RH,0 �curves 2 and 1�, T0 �curves 2 and 3�, and Reg,0
�curves 4 and 2� the local condensate Reynolds number, Rel,z,
increases due to increase in vapor density of the mixture toward
the condensation surface. The Rel,z increases with a decrease in
total pressure at the inlet, P0 �curves 6, 2, and 5� due to decrease
in saturation temperature and the resulting decrease in density of
mixture.

Figure 5 shows the effect of the system parameters on the gas-
to-liquid interface temperature, Ti, as a function of downstream
distance. Ti, the temperature on the free surface of the condensate

Fig. 4 Variation of Rel,z with T0, Reg,0, P0, and RH,0
film, increases along the downstream distance due to the transfer
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f convection and latent heat to the condensate film from the gas
hase and the condensing vapor. Curves 2 and 1 of Fig. 5 show an
ncrease in Ti with an increase in RH,0, which is due to an increase
n the latent heat released to the condensate film. Curves 2, 4, and

of the same figure show the variation of Ti with P0. The Ti
ecreases with an increase in P0, due to decrease in heat transfer
o the condensate film as explained earlier. Curves 2 and 3 of Fig.

show the variation of Ti with T0. The Ti increases with an
ncrease in T0, due to an increase in convection and condensation
eat transfer to the condensate film. The effect of the convection
eat transfer is not significant in comparison with the latent heat
ransfer. So the effect of Reg,0 on Ti is almost negligible since the
ariation of magnitudes of Reg,0 in laminar flow is not high.

Conclusions
A theoretical model is formulated for the case of laminar film

ondensation of water vapor from a mixture of vapor and high-
oncentration noncondensable gas flowing in a vertical parallel
late channel under laminar forced flow.

Numerical results are obtained for different values of system
arameters controlling the process, such as T0, Reg,0, RH,0, and P0.

From the numerical results the local Nusselt number, conden-
ation Reynolds number, and gas-liquid interface temperature are
stimated.

The numerical results of the present theoretical study agree sat-
sfactorily with the experimental data available in literature.

omenclature
Ar0  Archimedes number, gW3 /�g,0

2

Cp  specific heat at constant pressure
Cp,g

+  normalized gas specific heat at constant pres-
sure, �Cp,g /Cp,g,0�

d  moisture content
de  equivalent diameter

Dva  mass diffusion coefficient of water vapor in air
Dva

+  normalized mass diffusion coefficient,
�Dva /Dva,0�

F  term defined in Eq. �11�
g  gravitational acceleration

ig. 5 Effect of T0, P0, and RH,0 on gas-to-liquid interface
emperature
k  thermal conductivity

11502-6 / Vol. 131, JANUARY 2009
k+  gas-to-liquid thermal conductivity ratio,
�kg /kl�

kg
+  normalized gas thermal conductivity, �kg /kg,0�
L  length of the channel

L+  normalized length of the channel, �L /W Reg,0�
ṁ  condensate mass flux

Nul  condensation Nusselt number, �hlW /kl�
Nug  convection Nusselt number, �hgW /kg�

P  total pressure
Pr  Prandtl number, �	Cp /k�
p  partial pressure

Reg,0  gas phase Reynolds number at inlet,
��g,0u0W /	g,0�

Rel  condensation Reynolds number, �4ṁl /	l�
RH  relative humidity, �pv / pv

��
R  gas constant
q  heat flux
S  subcooling parameter, �Cp,l�T0−Tw� /�0�

Sc  Schmidt number, �	g /�gDva�
Sh  Sherwood number, �hDW /Dva�
T  temperature of gas-vapor mixture

T+  normalized temperature, �T−Tw� / �T0−Tw�
u  component of air velocity in the z-direction

u+  normalized u-velocity, �u /u0�
v  component of air velocity in the y-direction

v+  normalized v-velocity, �vReg /u0�
W  width of the channel
y+  normalized distance in the y-direction, �y /W�
z  downstream distance

z+  normalized distance in the z-direction,
�z /WReg�

Greek Symbols

  temperature ratio parameter, �T0−Tw� /Tw

�l  thickness of the condensate film
�+  normalized boundary layer thickness, ��� /W�
�  latent heat of condensation

�+  normalized latent heat of condensation, �� /�0�
	  dynamic viscosity

	+  gas-to-liquid viscosity ratio, �	g /	l�
	g

+  normalized gas viscosity, �	g /	g,0�
�  kinematic viscosity, �	 /��
�  density

�g
+  normalized gas density, ��g /�g,0�

�v
+  normalized vapor density, ��v /�v,0�

�g,v
+  density ratio parameter, ��g /�v,0�
�  shear stress

Subscripts
0  inlet
a  air species
c  concentration
d  dew point
e  exit, i.e., at z=L
g  gas phase, i.e., air-water vapor mixture
i  gas-to-liquid interface
l  liquid �condensate�
v  water vapor
w  wall
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Effect of Longitudinal
Minigrooves on Flow Stability
and Wave Characteristics of
Falling Liquid Films
Falling liquid films are used in many industrial apparatuses. In many cases the film flow
along a wall with topography is considered advantageous for intensification of the heat
and mass transport. One of the promising types of the wall topography for the heat
transfer intensification is comprised of minigrooves aligned along the main flow direc-
tion. The wall topography affects the development of wavy patterns on the liquid-gas
interface. Linear stability analysis of the falling film flow based on the long-wave theory
predicts that longitudinal grooves lead to the decrease in the disturbance growth rate and
therefore stabilize the film. The linear stability analysis also predicts that the frequency of
the fastest growing disturbance mode and the wave propagation velocity decrease on a
wall with longitudinal minigrooves in comparison with a smooth wall. In the present
work the effect of the longitudinal minigrooves on the falling film flow is studied experi-
mentally. We use the shadow method and the confocal chromatic sensoring technique to
study the wavy structure of falling films on smooth walls and on walls with longitudinal
minigrooves. The measured film thickness profiles are used to quantify the effect of the
wall topography on wave characteristics. The experimental results confirm the theoretical
predictions. �DOI: 10.1115/1.2993539�

Keywords: falling films, wall topography, interfacial waves, film stability
Introduction
Falling liquid films are used in many industrial applications,

ncluding evaporation �1,2�, condensation �3,4�, and adsorption
5�. The advantages of falling films include high heat and mass
ransfer rates at low film flow rates and short contact time between
he process fluid and the wall. The transport heat and mass trans-
ort mechanisms in falling films are coupled with the film hydro-
ynamics �6–13�.

Falling films on vertical and inclined walls are unstable to long-
ave disturbances �14,15�. Smooth films flowing down inclined
alls are stable if the flow rate, or the film Reynolds number, lies
elow a certain critical value. In contrast, the films on vertical
alls are unstable at an arbitrarily small Reynolds number. The

ong-wave instability leads to development of waves. The ampli-
ude and shape of the waves depend on the liquid flow rate �or the
eynolds number�, the kind of the liquid, and the distance from

he film distributor �9,16,17�.
The hydrodynamics of wavy laminar and turbulent films has

een a focus of numerous studies over several decades
6,7,9,10,12,13,16–18�.

Telles and Dukler �6� have analyzed the time-varying thickness
f the falling film by electrical conductivity measurements. The
easurements have been performed in the range of the film Rey-

olds number Re from 900/4 to 6000/4 with and without counter-
urrent gas flow. It has been found that the film thickness variation
s random in character. Methods of extracting statistically mean-
ngful information about the waves behavior have been suggested.

Karimi and Kawaji �18� have used a laser-induced photo-
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007.
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chromic tracer technique to investigate the instantaneous velocity
profile and film thickness in a thin, wavy falling liquid film in a
vertical tube for 1408 /4�Re�6549 /4 with and without an inter-
facial shear. Their experiments revealed the occurrence of circu-
latory motions under large waves, which may significantly affect
the transport phenomena for wavy films.

Adomeit and Renz �9� have experimentally investigated the
flow and three-dimensional structure of the liquid-gas interface in
laminar wavy films for 108�Re�800. At Re�120 most of the
waves had the U- or W-shapes and were comparable in size. At
Re�300 most of the waves had elongated shapes, and the wave
collisions occurred more frequently. At Re�800 the wave inter-
actions lead to formation of turbulent spots.

Lel et al. �10� have measured the thickness evolution of wavy
films of silicone oils on vertical and inclined plates simulta-
neously by the confocal chromatic sensoring technique �CHR� and
fluorescence intensity technique. The authors have investigated
the average film thickness and the wave propagation velocity for
2�Re�700.

Nosoka and Miyara �17� have studied the development of ex-
cited waves on a water film flowing down a glass plate in the
range 15�Re�75. The authors have registered the shadow im-
ages of the falling film and investigated the scenarios of the wave
evolution.

When the liquid film is used in cooling apparatuses or in evapo-
rators, it is often advantageous to create the film on a microstruc-
tured wall instead of a smooth one. A promising type of the wall
topography for the falling film apparatuses is comprised of micro-
or minigrooves oriented along the main flow direction �13,19,20�.

The wall topography affects the falling film stability. Our linear
stability analysis in the framework of the long-wave theory �21�
has shown that the longitudinal grooves lead to the decrease in the

disturbance growth rate and therefore stabilize the film flow �19�.

JANUARY 2009, Vol. 131 / 011601-109 by ASME
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t has been also found that longitudinal grooves lead to the in-
rease in the wavelength of the fastest growing disturbance and to
he decrease in the wave propagation velocity.

Most of the studies dealing with a problem of film flow over
opography are devoted to wall structures with periodical or single
orrugations in the main flow direction �22,23�. Only a few ex-
erimental works are devoted to the hydrodynamics of falling
lms on walls with longitudinal topographical features. Lozano
vilés et al. �12� have used a high frequency impedance needle
robe to measure the thickness of an evaporating film of water–
thylene glycol mixture on a smooth plate and on a plate with
ongitudinal fins separated from each other by a distance of 2.4

m. The authors have shown that longitudinal fins lead to in-
rease in the film thickness at the wave crests and to increase in
he dominant wavelength. The wave propagation velocity on a
tructured plate was lower than that on a smooth plate. The ex-
erimental results of Ref. �12� agree qualitatively with our theo-
etical predictions.

A similar structured plate has been used for investigation of the
lm rupture on a heated wall �24�. It has been found that the

ongitudinal wall topography leads to increase in the heat flux at
hich film rupture occurs. Moreover, the wall topography pre-
ents the spreading of the dry patch over the entire plate surface
nd therefore increases the wall heat flux corresponding to the
eat transfer crisis.

The analysis of current literature shows that no comprehensive
xperimental data quantifying the influence of the longitudinal
all topography on the characteristics of interfacial waves have
een reported until now.

The present paper aimed at experimental investigation of the

Fig. 1 Expe
ffect of longitudinal minigrooves on the film dynamics and on

11601-2 / Vol. 131, JANUARY 2009
the wavy patterns on a surface of a film flowing down a vertical
wall. The wave characteristics �frequency, propagation velocity,
and area of the liquid-gas interface� are determined from the film
thickness measurements, and their dependence on the Reynolds
number and on the wall topography is analyzed. We compare the
experimental findings with theoretical predictions based on the
long-wave analysis.

2 Experimental Apparatus and Procedure

2.1 Experimental Setup. Figure 1 shows a flowchart of the
experimental setup for investigation of falling and gas flow-driven
liquid films. The setup consists of three main loops: a test liquid
loop, an oil loop, and an air loop. The air and oil loops have not
been used for the experiments reported in this paper. The test
liquid �water� is supplied from a storage tank by a gear pump. The
liquid enters the test section and flows downwards in a ring-
shaped channel on the outside surface of the evaporator tube with
an outer diameter of dtube=25 mm �see Fig. 2�a��. The outer cir-
cumference of the channel is made of four quartz glass tubes with
an inside diameter of dglass=56 mm. The film thickness, the gas
and liquid temperatures, and the pressure can be measured at five
different positions along the tube separated from each other by a
distance of 0.320 m. The highest and the lowest measurement
positions are located at distances l1=0.02 m and l5=1.3 m from
the film distributor, respectively.

The investigated copper test surfaces are shown in Fig. 2. Fig-
ure 2�a� depicts a smooth surface on the left side and a structured
surface on the right side. The geometry of the structured test sur-

ental setup
face is illustrated in Fig. 2�b�.

Transactions of the ASME
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2.2 Film Thickness Measurement. Figure 3 illustrates an ar-
angement for simultaneous measurement of the film thickness
sing the CHR and the shadow method.

The shadow method is based on a shadow cast video recording
f the falling film by a high-speed complementary metal-oxide
emiconductor �CMOS� camera �13,16�. First, a reference picture
f the dry tube is taken. After that the shadow of the water film
owing along the tube is recorded by the camera with a rate of
000 frames/s. The film thickness distribution in each frame is
etermined using image analysis. The measurement error of the
hadow method is 10 �m.

To validate the results obtained from the shadow method, we
ave compared them with the CHR based on chromatic longitu-
inal aberration of special optical probe �10,13�. This technique
as a measurement error of less than 5 �m.
The CHR method can be used for pointwise film thickness mea-

urements, whereas the shadow method allows the measurement
f the film profile over a certain tube portion, which is necessary
or determination of the wave propagation velocity and the wave-
ength.

2.3 Evaluation of Wave Parameters. The wave parameters
ave been determined from the images of the film profile collected
sing the shadow method.

In a wide range of the Reynolds numbers the wavy pattern is
omprised of isolated waves of large amplitude accompanied by
mall-amplitude capillary waves. The film between the large-
mplitude waves, or the basis film, is relatively smooth. We have
eveloped an algorithm for automatic detection of isolated waves
rom the h �film thickness� versus t �time� curves. We define the
eginning of each wave as an instant, at which the function
−1dh /dt exceeds a certain threshold value. It means that the
ropagation of wave through the given measurement point mani-
ests itself by a fast rate of film thickness increase starting from a
mall value. The end of a wave has been set at a point where the

ig. 2 „a… Smooth and structured evaporator tubes; „b… struc-
ure geometry

ig. 3 Arrangement for the simultaneous film thickness mea-

urements by the CHR method and the shadow method

ournal of Heat Transfer
film thickness is smaller than the time-averaged film thickness.
The results of this algorithm have been compared with the manual
wave counting showing a perfect agreement.

The wave propagation velocity for each wave has been deter-
mined by cross correlating the functions h�t� taken at a distance of
�s from each other. The time shift �t corresponding to the peak of
the cross-correlation function has been calculated for each single
wave, and the wave propagation velocity has been calculated as
vw=�s /�t. Averaging the velocities of the single waves brings
forth the average wave velocity. The wave frequency fw has been
determined by dividing the number of detected waves through the
time of measurement.

The shadow method captures the projection of the liquid-gas
interface on the vertical plane, h�x�. We have defined an interface
projection arc length � in the following form:

� = �x2 − x1�−1�
x1

x2

�hx
2 + 1�1/2dx �1�

where x1 and x2 denote the beginning and the end of the measure-
ment section and the subscript x denotes a particular x-derivative.
This parameter correlates with the area of the liquid-gas interface
and is thus important for the interfacial transport.

3 Theoretical and Numerical Investigations
We assume that the liquid film fully covers the wall, which

corresponds to the experimental observations in the studied range
of the mass flow rates.

Figure 4 depicts a cross section of a groove. The wall topogra-
phy is given by a function z=s�y�, whereas the liquid-gas inter-
face is described by a function z=h�x ,y , t�.

The film hydrodynamics is governed by the Navier–Stokes
equations and the continuity equation. The no-penetration and no-
slip conditions for the velocity field are posed at z=s�y�. The
conditions of continuity of the normal and the tangential stresses
�dynamic boundary conditions�, as well as the kinematic boundary
condition, are posed at z=h�x ,y , t�.

The solution of the nonstationary three-dimensional system of
Navier–Stokes equations in a system with moving boundaries is
still a challenge. Until now only the results of two-dimensional
simulations of development of waves on falling films on smooth
walls have been reported �17,25�. In the following sections 3.1
and 3.2 we consider the velocity field in the undisturbed film and
perform a linear stability analysis in the framework of the long-
wave approximation.

3.1 Velocity Field in Undisturbed Laminar Film. The aim
of this section is the determination of the relationship between the
liquid mass flow rate and the film thickness for the structured
wall. The results of this section will be used for comparison with
experimentally determined average film thickness at different
Reynolds numbers.

Assume that the flow is stationary and laminar, and the liquid-

Fig. 4 Geometry of the minigroove
gas interface is undisturbed �h=h0=const�. The velocity field is

JANUARY 2009, Vol. 131 / 011601-3
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ully developed. Then the Navier–Stokes equations are reduced to
two-dimensional Poisson equation for the x-component of the

elocity, u, as follows:

�� �2u

�y2 +
�2u

�z2� = − g �2�

here g is the gravitational acceleration and � denotes the kine-
atic viscosity of the liquid. Other velocity components are zero.
his equation has been solved numerically for different values of
0 �see Fig. 4�. The volumetric liquid flow rate has been calculated
y integrating the velocity over the film cross section.

3.2 Linear Long-Wave Stability Analysis. The waviness of
he liquid-gas interface detected in the experiment results from the
ong-wave instability pertinent to falling films �14,15�. The wave
haracteristics �frequency, propagation speed, and wavelength� in
he wave formation region are determined by the fastest growing
isturbance mode, which can be calculated from the linear stabil-
ty analysis. As the disturbances grow, the nonlinear effects be-
ome increasingly important.

The falling film stability analysis at arbitrary Reynolds numbers
as to be performed by solution of the Orr–Sommerfeld equations
14,15�. The solution of these equations for complicated geom-
tries �represented, for example, by the wall topography� is con-
ected with numerical difficulties.

For the Reynolds numbers up to 10 the film dynamics can be
odeled in the framework of the long-wave theory �21�. This

heory is applicable in the cases where the characteristic film
hickness is much smaller than the characteristic wavelength of
he film thickness variation. With the long-wave approximation,
he Navier–Stokes equations reduce to a single partial differential
quation describing the evolution of the interface.

Consider an undisturbed falling film with the interface position
t z=h0, or, in dimensionless form, Z=H0=h0 /hN, where the Nus-
elt film thickness for a falling film on a smooth wall has been
hosen as a linear scale. This thickness can be determined from
he following relation �3�:

hN = �3 Re �2/g�1/3, Re = ṁ/�� �3�

here Re denotes the Reynolds number, � is the dynamic viscos-
ty of the liquid, ṁ is the liquid mass flow rate, and � is the width
f the film, which in the case of a film flowing along a tube wall
s equal to the circumference: �=�dtube.

We assume the following form of the perturbed interface posi-
ion:

H�X,Y,�� = H0 + 	0
�Y�exp�iK�X − Vw�� + ��� �4�

here �= t� / �3hN�� is the dimensionless time, K is a dimension-
ess disturbance wave number, Vw is the dimensionless wave
ropagation velocity, � is a dimensionless disturbance growth
ate, 	0 is a small parameter, and 
�Y� is an unknown amplitude
unction. If � is negative, the disturbance decays with time, and if
t is positive, the disturbance grows exponentially, and the flow is
nstable.

Substituting expression �4� into a long-wave evolution equation
ccounting for the wall topography �19�, we arrive at the follow-
ng relation:

�3
YYY�Y − 2K23
YY − 3K22Y
Y + 	K43 + K2 9

40 We
6

+ K
3

Re We
2 − �1 + iK

5

8 Re We
4��� − iKVw�

 = 0

�5�

here �Y�=H0−S�Y�, S�Y� is the dimensionless wall topography,

nd We is the Weber number as follows:

11601-4 / Vol. 131, JANUARY 2009
We =
�

�ū2hN

, ū =
Re �

hN
�6�

Herein � denotes the surface tension and � denotes the liquid
density.

Equation �5� together with appropriate boundary conditions
constitutes an eigenvalue problem for determination of the distur-
bance growth rate �, the disturbance propagation speed Vw, and
the frequency Fw=VwK / �2�� as a function of the wave number,
physical parameters of the system, and the wall topography S�Y�.

4 Results and Discussion
In this section the results of the comparison between two mea-

surement techniques for determination of the film thickness are
presented. After that the measured film characteristics are reported
for the smooth and the structured tube. The results of the
theoretical/numerical analysis are presented.

4.1 Comparison Between Two Methods of Film Thickness
Measurement. The simultaneous film thickness measurement by
the shadow method and the CHR method at the same location has
been achieved using the arrangement shown in Fig. 3 and simul-
taneous triggering of both systems. Our earlier studies have shown
that the h�t� curves obtained by both methods are very close to
each other �13�. We have computed cross-correlation between the
h�t� signals obtained by simultaneous measurement by the shadow
method and the CHR method. The resulting extremely high cross-
correlation coefficient �98%� is a clear indication of a good agree-
ment between the two measurement methods.

We have performed 40 simultaneous measurements of the film
thickness using both measurement systems at Re=250 and l5
=1.3 m. Each of these measurements has been taken during 8.2 s
with a rate of 1000 data points per second. The values of the

average film thickness h̄ have been distributed according to the

Gaussian normal distribution function with a mean value of h�

=331.47 �m for the CHR method and h� =334.20 �m for the
shadow method. The deviation between these two values is less
than 1%, which is within the measurement error of the CHR
method.

The performed statistical analysis of both measurement systems
has shown that the agreement between them is excellent. The
results of this section provide a justification for using the shadow
method for the film thickness measurement.

4.2 Average Film Thickness. All the film thickness measure-
ments discussed in this paper have been taken at atmospheric
pressure and at a temperature of 20°C.

To verify the uniformity of the film distribution around the tube
the film thickness has been measured at four positions around the
tube at l1=0.02 m, directly under the film distributor. The film
thickness varies up to 30% of the average film thickness depend-
ing on the flow length and the Reynolds number. However, this
variation decreases downwards.

Figure 5 shows the average film thickness measured using the
shadow method at l2=0.34 m and l5=1.3 m versus the Reynolds
number. The experimental data are compared with the Nusselt
solution for the smooth walls �dashed line� and with our numerical
simulations for the structured walls, as described in Sec. 3.1 �solid
line�. A good agreement between the experimental data and the
theoretical predictions has been found.

For most of the presented regimes the average film thickness
slightly decreases with the distance from the film distributor.
However, in the case of the smooth wall surface in the range of
the Reynolds numbers 180�Re�280, an opposite trend has been
observed. This can be explained by the slight nonuniformity of the
film distribution around the tube perimeter.

In the range Re�200 the film thicknesses measured at l5

=1.3 m are lower than the predicted values. This can be attributed

Transactions of the ASME
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o the film waviness. In the presence of waves on a laminar film
he average film thickness is smaller than the thickness of a
mooth film at the same value of the Reynolds number. This small
iscrepancy does not take place for l2=0.34 m, where the liquid-
as interface is smooth. In the range of higher Reynolds numbers
Re�300� the measured average film thicknesses exceed the pre-
icted values. In this range of Reynolds numbers the transition to
urbulence starts. We suggest that the film thickness behavior at
igh Reynolds numbers can be attributed to the turbulent fluctua-
ions of the velocity.

4.3 Wave Characteristics. The results presented in Figs. 6
nd 7 have been obtained by processing the data collected using
he shadow method. The results depicted in Figs. 8 and 9 have
een obtained using the CHR method.

Figure 6 shows the average wave propagation velocities on the
mooth and structured surfaces versus the Reynolds number. The
easurements were performed at a distance of l4=1.00 m from

he film distributor. It is clearly seen that the waves on the struc-
ured surfaces propagate more slowly than on the smooth surfaces,
hich agrees well with the experimental results reported in Ref.

12� and with the theoretical predictions �19�.
The interface arc length for the structured and smooth surfaces

Eq. �1�� is presented in Fig. 7. The interface arc length is equal to
nity for a smooth liquid-gas interface and higher than unity for a
avy interface. The results presented in Fig. 7 show that at mod-

rate Reynolds numbers the arc length of the film on a structured
urface is smaller than that on a smooth surface, which can be
ttributed to the flow stabilization due to the wall topography.
ith increasing Reynolds number the arc length increases for

oth kinds of the wall surface, and the difference between the

ig. 5 Average film thickness „shadow method and numerical
alculations…

ig. 6 Wave propagation velocities on smooth and structured

urfaces „l4=1 m…

ournal of Heat Transfer
smooth and the structured surface decreases. This happens be-
cause the stabilizing effect of the wall topography becomes
weaker as the film thickness increases.

Figure 8 depicts the time evolution of the film thickness h�t� at
Re=30 and l5=1.30 m for the smooth and structured wall sur-
faces. The number of waves on a film falling down the structured
surface is much smaller than on a film falling down the smooth
surface. Therefore, the characteristic wave frequency is signifi-
cantly lower on a structured surface. This result is in qualitative
agreement with the data collected by Lozano Avilés et al. �12� on
evaporating water–ethylene glycol mixture film flowing down a
plate with longitudinal fins �see Fig. 7 in Ref. �12��. However, no
direct comparison between the results reported in Ref. �12� and
our work can be done. Since the measurements described in Ref.
�12� have been performed on an evaporating mixture of two flu-
ids, the film dynamics reported in Ref. �12� can be significantly
affected by solutocapillarity, thermocapillarity, and evaporative
mass loss, whereas our experiments have been performed with
pure water at isothermal conditions.

The average wave frequencies computed on the basis of the
number of detected waves per unit time are depicted in Fig. 9
versus the Reynolds number for the smooth surface and for the
surface with minigrooves. The effect of the wall topography is to
reduce the wave frequency fw. The influence of the topography is
significant for small values of the Reynolds number, where the
film thickness over the minigroove crest is significantly smaller
than the groove depth. The effect of the wall topography reduces
with increase in the Reynolds number. At Re�60 no difference
between the two types of surfaces can be detected. At larger val-
ues of the Reynolds number the wave frequencies corresponding
to the grooved wall decrease again. The ratio between the wave
frequencies at the structured and smooth surfaces tends to unity
with increase in Re.

The analysis of the wave characteristics has revealed several
trends. First, the liquid-gas interface of a film falling down a
structured wall is smoother than the interface of a film falling
down a smooth surface. Second, the wave propagation velocity on
a structured surface is lower than that on a smooth surface. Third,
the wave frequency on a structured surface is lower than that on a
smooth surface. In Sec. 4.4 we explain these trends on the basis of
the results of the linear stability analysis.

4.4 Film Stability. The following results are not intended to
provide quantitative agreement with the measured wave charac-
teristics. Due to the limitations of the long-wave theory our analy-
sis is applicable for much larger groove angles �or much smaller
values of hgr /b� than those studied experimentally, and for smaller
Reynolds numbers. Moreover, the wavelengths, the wave propa-
gation velocities, and the wave frequencies, corresponding to the

Fig. 7 Interface arc length for the structured and smooth sur-
faces „l4=1 m…
fastest growing wave predicted by the linear theory, are measur-

JANUARY 2009, Vol. 131 / 011601-5
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ble only in the region of wave formation �16�. In spite of that we
how that the long-wave stability analysis can capture all the most
mportant effects induced by the wall topography.

Figure 10 illustrates the dimensionless disturbance growth rate
n the smooth and on the structured surface as a function of the
isturbance wave number. The computations have been performed
or hgr=50 �m, bgr=288.7 �m, and b=500 �m �see Fig. 4�, i.e.,
ll the groove dimensions except for the groove depth correspond
o the tube used in experiments. The corners at the groove trough
y=0� and at y=bgr have been smoothed by replacing the line
egments adjacent to the corners with arcs. This is needed to com-
ly with the requirements of the long-wave theory. On the other
and, it is evident that the corners in the grooves machined in a
etal plate are never sharp. The computations have been per-

ormed for two different values of the film thickness over the
roove crest �corresponding to h0 /b=0.15 and h0 /b=0.2�. The
olid lines depict the disturbance growth rate for the structured

Fig. 8 Evolution of film thickness at the smoot

ig. 9 Average wave frequencies for the smooth and struc-

ured surfaces „l5=1.30 m…

11601-6 / Vol. 131, JANUARY 2009
wall and the dashed lines depict the disturbance growth rate for
the smooth wall. It is seen that the wall structure leads to the
decrease in the disturbance growth rate, which is in agreement
with our earlier results for longitudinal grooves with sinusoidal
cross section �19�. This stabilization effect is responsible for the
reduction of the liquid-gas interface area on the structured wall,
which has been observed in experiments �see Fig. 7�. The wave
propagation velocity reduces on the structured wall by a factor of
1.23 for h0 /b=0.15 and by a factor of 1.17 for h0 /b=0.2, which is
in good agreement with the results presented in Fig. 6.

Figure 11 illustrates the effect of the wall topography on the
dominant wave frequency. The dominant wave frequency has
been calculated as fw=kvw / �2��, where the wave number k and
the wave propagation velocity vw have been evaluated at the

nd structured surfaces „Re=30 and l5=1.30 m…

Fig. 10 Scaled disturbance growth rate versus the scaled dis-
turbance wave number. „Solid lines… Structured wall. „Dashed

lines… Smooth wall.
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aximal of the function ��k� �maximum linear growth rate�. The
atio of the dominant wave frequencies between the structured and
he smooth wall has been compared with the experimental data
resented in Fig. 9 �see full squares in Fig. 11�. Since the long-
ave approximation does not allow to simulate the wall structures
ith hgr /b=1 �corresponding to the real experiment�, we have
erformed three series of computations with hgr /b=0.1, 0.2, and
.3, respectively, with an expectation to find at least a qualitative
greement between our simulations and the experimental trend.
urprisingly, not only qualitative but also quantitative agreement
ith the experimental results has been achieved �see Fig. 11�. Our

heory has accurately predicted the value of the film thickness at
hich the ratio of dominant wave frequencies on structured and

mooth wall surfaces achieves a maximum �this film thickness
orresponds to h0 /b=0.3�. For this film thickness the dominant
ave frequencies for both types of wall are equal to each other.
ur theory has also accurately predicted the behavior of the fre-
uency ratio for 0.26�h0 /b�0.3. In order to predict the behavior
f the dominant wave frequency at h0 /b�0.35 and at
0 /b�0.26, the stability analysis should be performed using the
rr–Sommerfeld equations, and the limitations of the long-wave

heory should be relaxed.

Conclusions
An experimental setup for investigation of the hydrodynamics

nd heat transfer in thin liquid gravity- and shear-driven liquid
lms has been developed. The evolution of the falling film thick-
ess has been measured using the shadow method, as well as
sing the CHR method, based on chromatic longitudinal aberra-
ion of an optical probe. The agreement between the two measure-

ent techniques is very good.
The measured average film thickness agrees very well with the

heoretical predictions both for the smooth and structured wall
urfaces. The small deviations between the measurement results
nd the theoretical predictions can be attributed to the film wavi-
ess �at Re�150� and to the transition to turbulence �at
e�300�.
A digital image processing has been applied to the images pro-

uced by the shadow method for determination of the wave propa-
ation velocity, the wave frequency, and the arc length of the
iquid-gas interface.

Comparison between the wave parameters of the films on struc-
ured and smooth surfaces showed that the films on the structured
urface are characterized by slower waves with lower frequency.
urthermore, the surface area of the liquid-gas interface on the
tructured wall is smaller than that on the smooth wall. The dif-
erence in the surface area is significant at moderate Reynolds

ig. 11 Frequencies of the fastest growing waves: the ratio
etween the wave frequencies on the structured and smooth
urfaces. The experimental data are taken from Fig. 9.
umbers �Re�200�.

ournal of Heat Transfer
A linear stability analysis has been performed for the isothermal
falling films on smooth walls and on the walls with triangular
minigrooves. It has been found that the linear disturbance growth
rate is lower on the structured walls than on the smooth walls.
This explains the experimental finding that the liquid-gas interface
is smoother and less wavy on the structured walls. It has been also
found that the frequency and the propagation speed of the fastest
growing wave are lower on the structured wall than on the smooth
wall. This trend agrees very well with the experimental observa-
tions both qualitatively and quantitatively.

The present study can become an important step toward under-
standing and designing the wall structures for controlling the
wavy patterns in falling liquid films.

Further studies will be aimed at the investigation of different
mechanisms contributing to the heat transfer enhancement on
structured surfaces, including the film waviness, the thin film
evaporation in the vicinity of the triple line, and the thermocapil-
lary convection.
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Nomenclature
b � half-period of the structure, m

bgr � half of the groove width, m
dtube � tube diameter, m

fw � wave frequency, Hz
Fw � dimensionless wave frequency

g � gravity acceleration, m /s2

h � film thickness over the structure crest, m

h̄ � average film thickness over the structure crest,
m

H � dimensionless film thickness above the struc-
ture crest

h0 � undisturbed film thickness above the structure
crest, m

H0 � dimensionless undisturbed film thickness above
the structure crest

hgr � groove height, m
k � disturbance wave number, 1/m
K � dimensionless disturbance wave number
ṁ � mass flow rate, kg/s

Re � Reynolds number, dimensionless
s � wall topography function, m
S � dimensionless wall topography function

�s � distance, m
�t � time shift, s
vw � velocity of the wave propagation, m/s
Vw � dimensionless velocity of the wave propagation
We � Weber number, dimensionless

Greek Symbols
� � arc length of the liquid-gas interface,

dimensionless
� � density of the test liquid, kg /m3

� � kinematic viscosity of the test liquid, m2 /s
� � dynamic viscosity of the test liquid, kg /m s
� � film width, m
� � surface tension, N/m
� � disturbance growth rate, 1/s
� � dimensionless disturbance growth rate
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Numerical Investigation of
Electrohydrodynamic-Conduction
Pumping of Liquid Film in the
Presence of Evaporation
Electrohydrodynamic (EHD) conduction pumping is associated with the heterocharge
layers of finite thickness in the vicinity of the electrodes, generated by the process of
dissociation of the neutral electrolytic species and the recombination of the generated
ions. This paper numerically investigates the EHD-conduction pumping of a liquid film in
the presence of evaporation. The flow system comprises a liquid film flowing over a
two-dimensional flat plate. The vapor phase above the flat plate is extended far beyond
the interface. The channel is separated into four different sections: the entrance, elec-
trode, evaporation, and downstream sections. The entrance, electrode, and downstream
regions are adiabatic while a constant heat flux is applied in the evaporation section. The
concept of EHD-conduction pumping of liquid film in the presence of phase change is
numerically demonstrated in this paper. The resultant heat transfer due to conduction
pumping is evaluated as well. The results for heat transfer coefficient along the channel
indicate considerable improvement of heat transfer coefficient compared with the
pressure-driven counterpart. �DOI: 10.1115/1.2993542�

Keywords: EHD-conduction, liquid film, evaporation
Introduction
Pumping of liquid films is encountered in a wide range of

hysical and technological applications. Utilization of electrohy-
rodynamic �EHD� mechanisms to induce fluid motion in liquids
s known as an effective approach for situations where special
equirements and restrictions are imposed, while enhanced heat
ransfer and mass transport are required. The implementation of
he EHD phenomena to heat transfer and mass transport intro-
uces complex interactions among interdependent variables. The
HD pumping relies on the generated electric body force within a
ielectric liquid primarily due to the presence of net charge den-
ity. There are three kinds of EHD pumping mechanisms utilizing
he Coulomb force: ion-drag pumping requiring direct injection of
ree charges into the liquid and is not desirable due to degradation
f the liquid properties, induction pumping based on charges in-
uced in a liquid due to a gradient or discontinuity of the electric
onductivity, and conduction pumping based on nonequilibrium
ehavior of dissociation of the neutral electric species and recom-
ination of charges at the vicinity of electrodes �1�. The conduc-
ion term here represents a mechanism for electric current flow in
hich charged carriers are produced not by injection from elec-

rodes but by dissociation of molecules within the liquid. The
HD-conduction pumping of dielectric liquids has been studied

ecently only by a few researchers �2–7�.
The liquid film flows driven by EHD induction pumping have

een extensively studied by a few researchers as well. Wawzyniak
nd Seyed-Yagoobi �8� developed an analytical model to study the
HD induction pumping of a stratified liquid/vapor medium in a
orizontal channel. Brand and Seyed-Yagoobi �9� extended this
odel to different electrode configurations to investigate the ef-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 15, 2007; final manuscript re-
eived August 7, 2008; published online October 22, 2008. Review conducted by
nthony M. Jacobi. Paper presented at the 2007 ASME-JSME Thermal Engineering
onference and Summer Heat Transfer Conference �HT2007�, Vancouver, BC,

anada, July 8–12, 2007.

ournal of Heat Transfer Copyright © 20
fect of the various electrode geometries on the pump performance.
In the extension of their work, Aldini and Seyed-Yagoobi �10�
presented theoretical analysis of EHD induction pumping of liquid
film in a vertical annular configuration. Brand and Seyed-Yagoobi
�11� carried out an experimental study of the EHD induction
pumping of a dielectric microcondensation film, in an external
horizontal configuration.

This study extends the work of Yazdani and Seyed-Yagoobi
�12� by fundamentally illustrating the electrically driven liquid
film flow based on the conduction phenomenon in the presence of
liquid film evaporation. The presence of liquid evaporation com-
plicates the problem in hand due to the changes in the liquid film
thickness along the heated plate. The effects of primary dimen-
sionless numbers on the evolution of the liquid/vapor interface
profile and resultant heat transfer performance are investigated in
this paper.

2 Theoretical Model
The solution domain is presented in Fig. 1. The vapor phase

above the interface is extended two orders of magnitude larger
than the liquid film thickness at the entrance. Additionally, the
downstream region is extended adiabatically to allow fully devel-
oped conditions for the liquid film at the outlet. The length of this
adiabatic region, however, is determined based on the generated
net flow rate for each operating condition. The theoretical model
presented below incorporates the following assumptions.

1. Flow is steady and laminar.
2. The numerical domain is two dimensional.
3. There is no volumetric electric charge in the vapor phase.
4. Mobility and diffusion coefficients for the positive and nega-

tive ions are the same.
5. Charge injection is absent.

2.1 Dimensionless Governing Equations. The liquid and va-

por phases satisfy the continuity via a single equation, Eq. �1�.

JANUARY 2009, Vol. 131 / 011602-109 by ASME
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owever, an additional equation is required to represent the
hanges in the interface profile due to liquid evaporation as dis-
ussed in Sec. 2.2.

�� · U� = 0 �1�

he dimensionless momentum and energy equations in the liquid
hase account for the presence of electric body force and Joule
eating, respectively, and are as follows:

Ul
� · ���Ul

� = − � 1

ReEHD
�2

��Pl
� +

1

ReEHD
��2

Ul
� + M0

2C0�p� − n��E�

�2�

�Ul
� · ����Tl

�� =
1

Pel
��2Tl

� + Je
� �3�

he last term on the right hand side of Eq. �2� represents the
lectric body force density, which is the source of the pumping of
he liquid film. The last term on the right hand side of Eq. �3� is
he dimensionless form of Joule heating, which is defined as

Je
� = Je� cpld

2

Pelklue
2� �4�

here

Je =�
∀

�E2d∀ �5�

The electric body force vanishes in the absence of electric
harge within the vapor phase. Therefore, vapor motion is solely
nduced due to the shear stress along the interface. In addition,
ne can assume negligible contribution of the Joule heating within
he vapor phase. Thus, the temperature distribution inside the va-
or phase is only the consequence of heat diffusion across the
nterface, which is expected to have a small effect on the tempera-
ure variation of the vapor phase. The dimensionless momentum
nd energy equations for the vapor phase reduce to the following
quations:

�Uv
� · ���Uv

� = − � 1

ReEHD
�2 �l

�v
��Pv

� +
1

ReEHD

�v

�l
��2

Uv
� �6�

�Uv
� · ����Tv

�� =
1

Pel

�v

�l
��2Tv

� �7�

o account for the effects of surface tension along the interface,
he Young–Laplace equation is assumed to be valid, which in

vapor

V

channel wall

electrode regionentrance region

inlet liquid

liquid/vapor interface
y

x

X*
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Fig. 1 Schematic of 2D solution domain „not to scale…
purposes.
imensionless form reduces to
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� 1

ReEHD
�2

��Pv
� = � 1

ReEHD
�2

��Pl
� −

1

Fre
2����� −

1

Bo
����� · n�	

�8�

where n is the unit vector normal to the interface and in general
form is defined as

n =
� ��

�x
,
��

�y
�


� ��

�x
�2

+ � ��

�y
�2

�9�

The dimensionless static pressure is as expressed in Table 1. Bo
and Fre, respectively, are Bond and Froude numbers and are de-
fined as

Bo =
g��l − �v�d2

�
�10�

Fre =
ue


�l − �v

�l
gd

�11�

Here, � represents the liquid surface tension. The shear stress
induced by the Marangoni effect is of negligible significance due
to the slight variation in the interface temperature. In addition, the
effects of Maxwell’s stresses are neglected due to the small values
of electric field along the interface.

The electric body force and the Joule heating are the results of
applied electric field. These terms require the solution of the fol-
lowing Maxwell’s and charge conservation relations within the
liquid film.

E� = − ���� �12�

evaporation region

q’’

adiabatic region

)x

0 25 30 35 40

x*

he interface profile presented is merely for illustration

Table 1 Dimensionless parameters for governing equations

Parameter Dimensionless parameter Normalization factor

Charge density p�, n� neq

Electric field E� V /d
Electric potential �� V
Gradient operator �� d
Pressure P� �l

2 /�ld
2

Temperature T� ue
2 /cpl

Velocity field U� ue

Heat flux q� �lV
2 /d

Spatial coordinates x�, y� d
(δ

2

. T
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�� · E� = C0�p� − n�� �13�

he charge conservation equations for the positive and negative
harges, respectively, are as follows:

�� · �p��E� + U�� − ���p�� = 2C0�F�	� − p�n�� �14�

− �� · �n��E� − U�� + ���n�� = 2C0�F�	� − p�n�� �15�

he definition of dimensionless parameters appearing in the above
quations are

ReEHD =
ued

�l
=

blV

�l
, Pel = ReEHDPrl, M0 =
 
l

�lbl
2

C0 =
neqd

2


lV
=

�ld
2

2bl
lV
=

1

2Nun
, � =

Dl

blV
=

kBT

eV
�16�

The charge concentration at equilibrium neq is defined as neq
�l /2bl. M0 is identified as the mobility ratio �13� and Nun

ue /�d is expressed as the convection-conduction ratio �14�.
able 1 summarizes the definitions of the dimensionless variables
or governing differential equations. The boundary conditions for
he liquid phase are presented in Table 2.

For the vapor phase, the no slip boundary condition is applied
or the upper wall, which is located far beyond the interface. Fur-
hermore, the continuity of shear stress and zero-gradient bound-
ry conditions are applied for the interface and inlet/outlet bound-
ries of the vapor phase, respectively.

2.2 Interface Tracking Strategy. In the present study, the
olume of fluid �VOF� method �15,16� is modified to represent the
eat and mass exchange across the interface. The advantage of the
OF method is its relatively easy programming with common
nite difference discretization methods while it provides precise
easurement of the interface profile under various operating con-

itions. The modified volume of fluid formulation is given as fol-
ows:

ṁvap = �l�Ul − V f� · n = �v�Uv − V f� · n �17�

ṁvaphlv − q̇ = 0 �18�

here ṁvap is the interphase mass flux, hlv is the latent heat, and q̇
tands for the rate of heat release at the interface. V f is the front
elocity and represents the momentum transfer across the inter-
ace due to evaporation. The reader is referred to the review by

Table 2 Summary of electrostatic and fl

Electrodes

HV Ground Wall

uy
�=ux

�=0 uy
�=ux

�=0 uy
�=ux

�=0

��=1 ��=0

���

�y�
= 0

p�=0,
�n�

�y�
= 0

n�=0,
�p�

�y�
= 0

��p�,n��
�y�

= 0

�T�

�y�
= 0

�T�

�y�
= 0

�T�

�y�
= 0

�T�

�y�
= q�

a

aThis boundary condition corresponds to the heat flux applied
akehal et al. �17� for the complete set of equations. Therefore,

ournal of Heat Transfer
the continuity equation across the interface must reflect the inter-
phase liquid mass transfer due to evaporation.

�

�t
��l�l� + � · ��l�lU� = − �l�U − V f� · ��l �19�

Here �l represents the volume of the liquid phase. This equation
can be split into the pure mass continuity equation, Eq. �1�, and a
complementary equation, which characterizes the topological rep-
resentation of the interface. In the case of evaporation, this equa-
tion can be reduced to

��l

�t
+ U · ��l = −

1

�l
�

0

x

ṁvap��x − x f�ds �20�

ṁvap can be replaced by the rate of heat transfer through Eq. �18�.
For the steady flow, the first term on the left hand side vanishes
and the following equation for the volume of the fluid can be
obtained:

U · ��l = −
1

�lhlv
�

0

x

qint · n��x − x f�ds �21�

The rate of heat transfer across the interface qint ·n= q̇ is the jump
of energy and is determined upon the solution of energy equations
�3� and �7�.

3 Numerical Technique
The governing equations are solved in both liquid and vapor

phases with the assumption that there is no charge in the vapor
medium. The discretization equations are solved iteratively by the
line-by-line application of the tridiagonal matrix algorithm. The
central difference scheme is applied to the Gauss law while up-
wind scheme, based on the electric field and flow directions, is
applied to the charge conservation equations. The Eulerian-based
interface tracking is utilized, which fixes the grid independence of
the interface motion. The interface profile is implicitly updated in
every iteration on the balance of mass and energy at each longi-
tudinal cross section, as governed by Eq. �21�. The updated value
of the energy jump across the interface in this equation is provided
from the solution of the energy equation. The convergence criteria
of ���i+1−�i� /�i�10−6 is applied for all involved parameters. An
adaptive function is defined to dynamically refine the grid as the
solution proceeds. The adaption scheme is based on the maximum
velocity gradient for the elements and refines the grid elements

boundary conditions for the liquid film

annel

InterfaceInlet/outlet

��ux
�

�x�� = 0

, uy
�=0 �l��ux

�

�y��
l

= �v��ux
�

�y��v
���

�x�
= 0

n ·���=0

��p�,n��
�x�

= 0
n ·��p� ,n��=0

T� �in=Tsat
� Tl

�=Tv
�

� �T�

�x� �
out

= 0
�n ·�kT��l= �n ·�kT��v

the evaporation section of the channel wall.
ow

Ch

to
whose velocity gradient in the streamwise direction is more than a
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redefined threshold. The adaption function does not apply across
he interface because it requires a fixed number of elements to
ccurately identify the interface profile. The numerical code has
een validated against the available limited experimental data �18�
or the heat transfer rate of evaporating liquid films falling along
he vertical plate. The comparison is limited to the laminar liquid
lm evaporation of distilled water �Pr=5.1� with a constant heat
ux along the wall �q�=14.49 kW� and is tabulated in Table 3.

Results and Discussions
The reference values selected to calculate the dimensionless

arameters correspond to the properties of refrigerant R-123 as
he working fluid, and they are provided in Table 4. Note that the
esults in this section represent the pumping of the liquid film by

Table 3 Comparison of current numerical m
Ref. †18‡ for falling vertical liquid film evapora

Expt. dataa

��mm�
Re =

4�

�
hx� �2

k3g
�1/3

0.28 3�103 0.23
0.30 4�103 0.28
0.35 6�103 0.20
0.37 7�103 0.19

aReference �18�.

Table 4 Properties of working fluid R-123

roperty Value Ref.

lectrical permittivity �F/m� 42.43�10−12 �19�
lectrical conductivity �S/m� 4.7�10−11 �19�
ensity �kg /m3� 1452 �20�
obility �m2 /V s� 3.894�10−8 �21�a

olecular viscosity �Pa s� 4.087�10−4 �20�
sat at one bar �K� 300 -
hermal conductivity �W /m K� 66.8�10−3 �20�
pecific heat �kJ /kg K� 0.99 �20�
urface tension �N/m� 6.9�10−3 �20�

Based on Walden’s rule.

able 5 Numerical values of dimensionless numbers for the
ase case

imensionless No. Numerical value

eEHD 1380
el 8300

0 0.0512

0 4.39
re 0.27
o 72

Y
*

5 10 15
0

1

2

y*

HV
Fig. 2 Liquid film interface profile
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only one electrode pair utilized in the upstream region of the
evaporation section. This is to fundamentally illustrate the electri-
cally driven liquid film flow in the presence of evaporation and
not necessarily to achieve optimum pumping performance. The
effects of heat flux along with the primary dimensionless param-
eters on heat transfer performance are investigated in this section.
The values of the dimensionless numbers for the base case are
presented in Table 5. These values correspond to the fluid proper-
ties given in Table 4 and applied voltage of 10 kV. For the base
case, the initial film thickness and applied heat flux in the evapo-
ration region of the channel wall are set to d=6 mm and q�
=20 kW /m2 �q�=6300�, respectively. Furthermore, the base case
corresponds to the electrode design and the selected spacing de-
scribed before.

The resultant liquid/vapor interface profile and corresponding
streamlines in the presence of phase change are illustrated in Fig.
2. For unidirectional flow such as pressure-driven flows, one
should expect the gradual decrease in liquid film thickness at any
specific heat flux as the flow proceeds downstream of the evapo-
ration section. Here, however, while the liquid film thickness is
decreased in overall development along the channel, the liquid/
vapor interface encounters local bumps, especially close to the
electrode region. The local thickening of the liquid film is attrib-
uted to the local flow circulations generated by the local electric
body forces, as depicted in Fig. 2. Figures 3–5 illustrate the dis-
tributions of electric field, net charge density, and electric body
force, respectively. As shown in Fig. 3, the interelectrode region is
characterized by high intensity of electric field in both directions
resulting in significant values of electric body force in this region
�Fig. 5�. In addition, Fig. 4 shows that the net electric charges are
limited to the small region within the vicinity of the two elec-
trodes. This confirms the assumption of zero charge flux across
the liquid/vapor interface along with zero value of charge density
within the vapor phase. The electric body force distributions in
streamwise and spanwise directions are presented in Figs. 5�a�
and 5�b�, respectively. As a result of this electric body force dis-
tribution, the liquid is carried from the narrower ground electrode
toward the wider high voltage �HV� electrode. The flow is also
associated with local circulations, primarily due to the spanwise
component of the electric body force along with the opposing
streamwise forces mainly acting on the right hand side of the
electrodes. The cross-sectional velocity profiles at the middle of

l predictions against experimental results of
n

Current model predictions

��mm�
Re =

4�

�

hx� �2

k3g
�1/3

0.273 2.85�103 0.235
0.303 3.91�103 0.228
0.350 6.02�103 0.193
0.372 7.23�103 0.188

*
20 25 30

q*=6300 (q’’ = 20 kW/m2)

*

ode
tio
Xx
and corresponding streamlines
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he interelectrode region, as shown in Fig. 6, illustrate the circu-
atory flow in those regions. Note that the flow direction is not
nfluenced by the polarity of the electrodes.

Sectional heat transfer analysis for the EHD-conduction driven
iquid film flow is provided and compared with that of the con-
entional pressure-driven flow in Fig. 7. In the pressure-driven
ow, the electric body force in Eq. �2� is replaced by a favorable
onstant pressure gradient, which provides the driving force. Its
alue is chosen to provide the same volumetric flow rate at the
hannel inlet as that produced by the corresponding conduction
riven flow. However, the liquid film driven by conventional pres-
ure gradients is not quite feasible since in practice the pressure-
riven mechanism pumps the liquid phase and the vapor phase
imultaneously and thus, it does not quite apply to the case stated
bove. Note that the major motivation of this study is to demon-
trate the feasibility of pumping of liquid film by means of the
HD-conduction mechanism in the presence of evaporation and
ot necessarily to achieve the optimum enhancement in heat trans-
er. The local heat transfer coefficient and local Nusselt number
ithin the evaporation section are defined with respect to the ap-
lied heat flux along the channel wall as follows:

ig. 3 Dimensionless contours of electric field: „a… streamwise
irection, Ex

�, and „b… spanwise direction, Ey
�
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Fig. 4 Dimensionless contours of net charge density, p −n
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hl =
qs�

Tw − Tsat
, Nux =

hlx

kl
�22�

Additionally, to evaluate the overall heat transfer performance, the
average heat transfer coefficient and Nusselt number are defined
as follows:

h̄l =
1

x�
x0

x

hldx, average Nux =
hl�x

kl
, �x = x − x0 �23�

The integration is performed only in the evaporation section to
merely evaluate the heat transfer performance in this region while
the results are presented with x� defined from the channel inlet.
The heat transfer coefficient tends to be very large near the initia-
tion point of the heat flux due to the least temperature increase.
However, the finite value of heat transfer coefficient in this region
is because of the heat diffusion toward the upstream region, prior
to the evaporation section. While in early stages of evaporation,
the pressure-driven flow shows better heat transfer performance
compared with the EHD-conduction driven counterpart; the even-
tual increase of the Nusselt number in the downstream region is

Fig. 5 Dimensionless contours of electric body force: „a…
streamwise direction, fe

�
x, and „b… spanwise direction, fe

�
y
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onsiderably higher for the EHD-driven flow resulting in better
verall heat transfer performance for the latter case, as observed
n Fig. 7�b�. The lower minimum value of the local Nusselt num-
er for the EHD-conduction generated flow is attributed to the
ocal liquid film thickening, which adversely influences the heat
ransfer across the liquid film. The eventual increase in the local
usselt number is due to the liquid film suppression as the flow
roceeds along the channel. However, local flow circulations in
he EHD-conduction driven flow improve the rate of heat transfer
cross the liquid film, which in turn increases the rate of liquid
vaporation. Much higher heat transfer enhancement can be sim-
ly achieved by using additional electrode pairs.

To understand how the evaporation heat transfer varies with the
ontrolling parameters, one needs to explore the effects of primary
imensionless parameters on the local heat transfer performance.
quations �2�–�15� suggest Pel, C0, and M0 as the essential dimen-
ionless numbers for the EHD-conduction pumping. The fourth
imensionless number ReEHD has been embedded in the definition
f the Peclet number. The charge diffusion constant � has negli-
ible effect, and the changes in Fre and Bo mainly influence the
nterface primarily in the region close to the electrodes with minor
ffect on the overall flow field and heat transfer characteristics
i.e., the influence of these parameters on the overall heat transfer
as not beyond 2% under all the operating conditions considered

n this study�. The effects of Pel�=ReEHDPrl�, C0, and M0 on the
vaporation heat transfer performance along the heated part of the
all are presented in Figs. 8–12. Figures 8 and 9 primarily reflect

he effects of applied potential as it appears in the definition of
eEHD and C0 and are associated with no changes in the mobility

atio M0 since all fluid properties were kept constant. Addition-
lly, Fig. 10 is the mere representation of the role of geometric
ength scale �i.e., d, the initial liquid film thickness� as it only
ppears in the definition of C0 �see Eq. �16��.

ig. 7 Local and average Nusselt numbers along the dimen-
ionless channel length in the evaporation section for EHD-
onduction induced and pressure-driven flows
As observed in Fig. 8, large values of the Peclet number and

11602-6 / Vol. 131, JANUARY 2009
C0
−1, which essentially occur at higher applied voltages, are asso-

ciated with the suppression of heat conduction across the liquid
film compared with convection heat transfer along the channel, as
governed by Eq. �3�. Furthermore, larger applied voltages yield in
the increase in liquid film mass flow rate and thus decrease the
rate of evaporation. Consequently, lower rate of evaporation and
smaller values of local and average Nusselt numbers are expected
with large values of the Peclet number and C0

−1, as confirmed by
Fig. 8. Notice that Pel=8 and 300 and Pel=6 and 600 correspond
to the applied voltages of V=10 kV and V=8 kV, respectively.
Figure 9 illustrates the variation in the average Nusselt number
calculated along the heated part of the channel and liquid film
thickness at the outlet �equal to the liquid film thickness at the exit
of evaporation section� with Pel and C0

−1. The applied voltage is
varied within the range of 2–18 kV with the maximum field in-
tensity maintained far below the dc breakdown limit of Ref. �22�.

Fig. 8 Local and average Nusselt numbers along the dimen-
sionless channel length in the evaporation section for EHD-
conduction induced flow at two levels of Pel and C0 with M0
fixed
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Fig. 9 Variation in average Nusselt number along the evapo-
ration section and dimensionless liquid film thickness at the

−1
channel outlet as a function of Pel and C0
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s stated above, the average Nusselt number decreases with an
ncrease in Pel and C0

−1, which is associated with an increase in
utlet liquid film thickness due to the drop in the evaporation rate.
t higher heat flux, one should expect an increase in the Nusselt
umber and a reduction in outlet flow rate with the difference
ventually diminished as the applied voltage increases.

The effect of C0 on the average Nusselt number and liquid film
eight at the channel outlet is presented in Fig. 10 with other
imensionless numbers kept constant. The change in C0 with
ther dimensionless numbers fixed is feasible simply by changing
he characteristic length scale d. The average Nusselt number
long the evaporation section decreases due to the increase in the
iquid film height. The range of C0 presented in the figures corre-
ponds to the initial liquid film thickness varying from 2 mm to 9
m �with electrodes dimensionless design characteristics fixed�.
ote that the local Nusselt number dependency on C0 is identical

o the trend depicted in Fig. 8.
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ig. 10 Variation in average Nusselt number along the evapo-
ation section and dimensionless liquid film thickness at the
hannel outlet as a function of C0 with Pel and M0 kept constant
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ig. 11 Local and average Nusselt numbers along the dimen-
ionless channel length in the evaporation section for EHD-

onduction induced flow at two levels of M0

ournal of Heat Transfer
Figure 11 illustrates the distribution of local and average Nus-
selt numbers along the evaporation section at two levels of M0.
Similarly, Fig. 12 shows the average Nusselt number and the liq-
uid film height at the channel outlet over the variety of mobility
coefficients M0. As stated previously, changing M0 merely repre-
sents the effect of working fluid properties on the EHD-
conduction liquid film pumping and is solely associated with the
variation in electric body force intensity. However, a change in M0
value alters the other two dimensionless numbers Pel and C0 un-
less this change is made through the variation in working fluid
density. Therefore, Figs. 11 and 12 demonstrate the role of liquid
density on the heat and mass transfer characteristics of liquid film
evaporation. At early stages of evaporation, the Nusselt number is
higher for larger values of M0, primarily due to the higher gener-
ated circulatory flow in this region. The Nusselt number eventu-
ally degrades further downstream of the evaporation section due
to the increase in the liquid film flow rate.

5 Conclusions
The EHD-conduction pumping of laminar liquid film in the

presence of evaporation was numerically investigated. The nu-
merical results showed good agreement with available experimen-
tal data for laminar falling liquid film evaporation. The liquid/
vapor interface in the EHD-conduction induced flow encountered
local bumps, which are attributed to the generated circulations in
the interelectrode region. The electric field, net electric charges,
and electric body force distributions within the electrode region
were presented to fundamentally illustrate the concept. The EHD-
conduction induced flow showed better overall heat transfer per-
formance compared with the pressure-driven counterpart, prima-
rily because of the local flow circulations. The effects of primary
dimensionless parameters on the heat transfer characteristics were
also studied. A low value of the Peclet number resulted in a higher
rate of liquid evaporation because of the dominance of heat con-
duction across the liquid film. The larger value of C0 as well as
the smaller value of M0 was associated with a higher overall heat
transfer rate, which primarily corresponds to the lower rate of
generated liquid film flow.
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Nomenclature
b � charge mobility

Bo � Bond number, Bo=g��l−�v�d2 /�
C0 � EHD dimensionless number, C0=�ld

2 /2bl
lV
cp � constant pressure specific heat
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Fig. 12 Variation in average Nusselt number along the evapo-
ration section and dimensionless liquid film thickness at the
channel outlet as a function of M0
D � charge diffusion constant
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0

d � initial liquid film thickness
e � electron charge
E � electric field vector

F�	� � I1�2	� /	
Fre � Froude number, Fre=ue /
��l−�v� /�lgd

g � gravity acceleration, g=9.8 m /s2

hlv � latent heat
k � thermal conductivity

kB � Boltzmann universal constant
kD � rate of dissociation in the absence of electric

field
kd � rate of dissociation in the presence of electric

field, kd=kDF�	�
kR � rate of recombination in the absence and pres-

ence of electric field
M0 � mobility ratio, M0=

l /�lbl

2

ṁvap � interphase mass flux due to evaporation
n � negative charge density
n � unit vector normal to the interface
P � pressure
p � positive charge density

Pe � Peclet number, Pe=ReEHDPr
Pr � Prandtl number, Pr=� /�
Q � volumetric flow rate
q̇ � jump of energy across the liquid/vapor

interface
Re � Reynolds number defined for falling film

evaporation, Re=4� /�
ReEHD � film Reynolds number, ReEHD=ued /�l

T � absolute temperature
t � unit vector tangent to the interface

U � velocity vector
ue � EHD reference velocity corresponding to the

mobility limit, ue=blV /d
ux � x-component of fluid velocity
uy � y-component of fluid velocity
V � applied electric potential

V f � front velocity
x � streamwise coordinate

x0 � streamwise start point of evaporation section
y � spanwise coordinate
� � nondimensionalized charge diffusion constant
� � local film thickness

 � absolute electric permittivity
� � mass flow rate for falling film evaporation,

�= ��g /����3 /3�
� � thermal diffusivity
� � volume of fluid
� � dynamic viscosity of fluid
� � kinematic viscosity of fluid
	 � dissociation rate coefficient,

	= �e3�E� /4�
lkB
2Tsat�1/2

� � mass density
� � electric conductivity or surface tension of fluid

� � potential field

11602-8 / Vol. 131, JANUARY 2009
eq � equilibrium
in � channel inlet

out � channel outlet
l � liquid
v � vapor
� � dimensionless variable
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A Method for Determining the
Heat Transfer Properties
of Foam-Fins
Metallic and graphitic open-cell foams are being used or proposed as extended surfaces
(fins) in heat sinks for electronic cooling and compact heat exchangers for aircraft
applications. Three parameters must be known to calculate the heat transfer performance
of a foam-fin: the product hmAc

* as a function of flow-rate (the convective conductance
per unit volume), the product ksAk

* (the effective conductive conductance as a fin), and
Rbond (the effective thermal resistance between the foam and the surface to which it is
attached). This paper describes a new test method, which, in conjunction with an older
well established type of test, allows all three parameters to be measured using one
specimen. �DOI: 10.1115/1.2977599�

Keywords: porous fins, experimental heat transfer, metal foam, electronics cooling, com-
pact heat exchangers
ntroduction
Metallic and graphitic foams are commercially available, and

hey appear to have attractive properties for heat transfer applica-
ions. The foam provides an extended surface with high surface
rea and complex flow paths. The combination is expected to
ield low resistance to convective heat transfer. Foams may also
e structurally more stable than thin sheet-metal fins and may
ffer other manufacturing advantages.

If metallic and graphitic foams are to be widely used, their
haracteristics must be made available to potential users in terms
hat fit into current design methods, and there must be a way to
valuate the bond resistance between the foam and the primary
urface.

The classical approach to presenting heat transfer data is to give
he friction factor and Colburn modulus �StPr2/3� as functions of
eynolds number. These parameters can only be calculated if the
eometry of the surfaces is known in detail, and the resulting
orrelations are only useful for congruent geometries.

When dealing with foams it is convenient, and useful for design
urposes, to keep hmAc

* �the convective conductance per unit vol-
me� together as a parameter and present it as a function of the
ass velocity approaching the foam.
There are well-known transient tests �1,2� that can be used to

irectly measure the number of transfer units �NTU� of the speci-
en �hmAc

* / ṁcp� and the flow is known from the test conditions.
he parameter ksAk

* �the effective conductive conductance as a
n� is not a function of the flow-rate and can be presented as a
roperty of the foam.

The thermal resistance between the foam and its substrate
Rbond� is determined by the manufacturing assembly process.

hile Rbond is not a property of the foam itself, it is extremely
mportant in that it may be the controlling factor in limiting the
ctual heat transfer from the foam to its substrate.

Some investigators have relied on porosity and area density
alues provided by the foam supplier and reported friction factor
nd Colburn modulus �e.g., Kim et al. �3�� accordingly, but the
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supplied values provided by some have been questioned by others.
The fact is that locally �i.e., within a single system, a single paper,
or a single study� it does not matter how one partitions the hmAc

*

product. The problem begins when one tries to compare hm values
from one program with values from another program. It intro-
duces less chance for misinterpretation to simply keep the param-
eter as an entity.

Other researchers have avoided the issue by reporting the “heat
transfer coefficient” based on the area of contact between the fin
and the wall �e.g., Boomsma et al. �4� and Haack et al. �5� for
metal foams, and Klett and McMillan �6� for graphitic foams�.
These works treated the metal foam as a heat transfer augmenta-
tion device. In their experiments, each foam specimen was
mounted on a base consisting of an instrumented heated block.
The heat transfer rate resulting from this “one-heated-wall” test
was described in terms of the “footprint” heat transfer coefficient.
While undeniably useful in describing the heat transfer from a
particular specimen, this approach yields almost no insight into
how to make better use of the foam from which the specimen was
made. The results apply only for the one specimen size tested and
with the foam bonded to the primary surface in one way.

It would be helpful, for designers in the field, to have a test
method for foams that would deliver all of the required parameters
needed in current design methods.

Roughly speaking, there are three approaches to the design of a
heat exchanger, each with its own set of requirements.

1. The classic method is to use effectiveness/NTU correlations
or log-mean temperature difference �LMTD� factors specific
to the flow arrangement, as presented by Kays and London
�7�. These methods require hmAc

* as a function of flow-rate
ksAk

* and Rbond. �Note that it is never necessary to know the
separate values of hm and Ac

*, or of ks and Ak
** although, in

fact, they are usually tabulated separately.�
2. Alternatively, one can execute finite-difference or finite-

element calculations, modeling the structure of the heat ex-
changer. This method also requires hmAc

* as a function of
flow-rate, ksAk

*, and Rbond.
3. Finally, one could execute a conjugate numerical solution,

simultaneously calculating the temperature field in the fluid
and the solid. This method requires an acceptable geometric
model and a highly refined computational grid. At high Rey-

nolds numbers, it also requires a turbulence model capable

JANUARY 2009, Vol. 131 / 011603-109 by ASME
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of accurately handling separated and reattaching flows, a
major challenge for existing Reynolds averaged models.

The NTU correlation method and the LMTD method are both
ell accepted for estimating heat exchanger performance. The
rinciple descriptor of the heat exchanger that is needed in both
pproaches is the �UA� product—the inverse of the total thermal
esistance between the two fluids. The method was originally de-
eloped for situations in which the axial conduction was low com-
ared to the heat transfer to the fluid, and a correction factor was
pplied when axial conduction was felt to be too large to ignore
ut still small. Both metallic and graphitic foams tend to have
ignificant axial conduction, and these methods, while surely use-
ul for preliminary design studies, will probably not play a major
ole in the final design of foam-based heat exchangers.

Computational fluid dynamics �CFD� computations require de-
ailed modeling of the geometry and sufficient resolution in the
rid to resolve the boundary layers on the individual elements
ell enough to calculate the heat transfer. To support this ap-
roach, one must be able to describe the geometry of the solid
aterial in the foam in considerable detail. Foam exchangers

resent a large range of scales, from the full size of the exchanger
o the boundary layer on the smallest filament of solid. This range
f scales makes it unlikely that fully resolved CFD calculations
ill be routinely used to design heat exchangers, even allowing

or automatic grid generation and parallel processing.
It appears, to the present authors, that the most practical design
ethod for foam-based heat exchanger design is to use a finite

ifference/finite-element solver method with experimentally deter-
ined parameters to describe the foam.
There have been, however, some very interesting publications

n the modeling issue and the axial conduction issue. Krishnan et
l. �8� have shown recent results achieved by modeling an
nvestment-cast metal foam based on a body-centered cubic array
f spheres with a sphere in the center, as well. The solid metal
ccupies the space not filled by the spheres. The resulting images
ook remarkably similar to the scanning electron microscope
SEM� images of real foams. Although this work is promising, the
outine use of a full CFD solution does not seem practical at
resent.

Al-Bakhit and Fakheri �9� described a hybrid CFD approach in
hich the CFD code is used to solve the flow field only once and
ithout considering properties variation due to heat transfer. That

olution is then “frozen” and handed off to a conjugate heat trans-
er solver.

Calmidi and Mahajan �10� used a geometric model of the foam
attice with a Nusselt number correlation for cylinders in cross-
ow, modified to account for noncircular cross sections. They
sed a two-temperature model, solving separately for the fluid and
he solid temperature fields and linking the two through the heat
ransfer term. Two “adjustable constants” were tuned by compari-
on with early experiments and then applied without further ad-
ustment to four different foams, each over a ten-fold range of
eynolds numbers. The agreement between the predictions and

he data was very good. Their experiments were, again, of the
footprint h” type, and included the bond resistance as part of the
hermal resistance represented by 1 /hA.

Most of the work reviewed falls into one of two categories:
rograms aimed at measuring the footprint heat transfer of a
anufactured part or efforts at modeling the heat transfer from

eneric foams using idealized geometries. These are worthy ob-
ectives. It is important to get the modeling work started early.

odeling complex geometries is not easy, and it will take creative
nd diligent effort to develop good modeling methods but in the
eantime, it is important to be able to design foam-based heat

xchangers with confidence.
The footprint h data now in the literature allow designers to

ncorporate those foams that have been tested. But there is a

eakness in that approach: all of the design aspects of the test

11603-2 / Vol. 131, JANUARY 2009
sample are incorporated into the one answer—the value of the
footprint h. The data do not allow a heat exchanger designer to
investigate alternatives such as changing the height of the foam-
fin changing the method of attaching the foam to the wall, or to
optimize a design for a given application.

There seems to be a definite need for a method of testing foams
that separately identifies the convective and the conductive at-
tributes of the foam in an operationally useful manner and allows
the bond resistance to be measured under convective boundary
conditions.

Objective of the Present Work
The objective of the present paper is to describe a new experi-

mental method for measuring the three parameters that describe
the heat transfer behavior of a foam-fin: hmAc

* as a function of
flow-rate, ksAk

*, and Rbond.
The same parameter set supports the NTU correlation method,

the log-mean temperature difference method, and the finite-
difference/finite-element method of designing heat exchangers.

Overview of the Proposed Method
Two tests are needed: one to determine the convective heat

transfer properties of the foam, isolated from the wall, and one to
determine the behavior of the foam as a fin connected to the wall.
The two tests are used together to extract the parameters needed to
describe the foam-fin.

The specimens used should be “thin” in the streamwise direc-
tion but thick enough to be representative of the bulk foam. The
flow approaching the specimen is assumed to be uniform in ve-
locity and in temperature.

The steps are as follows:

1. Measure the NTU of the sample using any appropriate
method. We suggest a transient test, either a “single-blow
transient” or a “periodic” test, as described later in this pa-
per.

2. Calculate the effectiveness of the sample as a heat exchanger
using �=1−e�−NTU�. �This assumes a uniform surface tem-
perature in the streamwise direction within the control vol-
ume at each y-elevation.�

3. Extract the hmA
c
* product as a function of flow from the

known NTU and the flow-rate.
4. Measure the air temperature distribution just downstream of

the sample with a known heat rate delivered to the sample
from one wall. The unheated end of the sample should be
either adiabatic or at air temperature.

5. Plot ln�Tout−Tin� versus y �distance from the heated wall�
and examine the curve. If it is reasonably linear, find the
value of M from the slope of the least-squares best linear fit
to the data, using Eq. �13�. If the curve is not linear, examine
the sample and the flow field for evidence of nonuniformity.

6. Extrapolate the curve to y=0 and determine the air-out tem-
perature at y=0. Find the corresponding value of To, the
effective temperature of the solid material at y=0, using Eq.
�2� and the effectiveness.

7. Extract ksAk
* from M, �, and the flow-rate.

8. Calculate Rbond from the heat rate and the difference be-
tween Twall and To.

Both the single-blow transient test and the cyclic input test have
been used for many years to measure the heat transfer properties
of porous media and candidate heat exchanger cores. In both of
these tests, a sample of the porous medium or heat exchanger core
is inserted into a small wind-tunnel lined with a good insulator
�e.g., balsa wood�, thermally isolated from the wall of the appa-
ratus and sealed to the walls to eliminate leakage. In a perfect
world, the specimen would exchange heat only with the air-flow.

The air temperatures are measured just upstream and just down-
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s
�

s
e
s
s
c
m
t
u

o
o
S
d
�
m
w
a
e
m
a
q
t

a
r

s
p

h

w
e
t
d

r
f
fi
w
p

A

h

t
s
i
e
u
o
a
T
s
d

c
t
i
w
t

J

tream of the specimen using an array of very fine thermocouples
50–100 �m diameter� or resistance temperature detectors.

Typically, a rapid response electric heater upstream of the
pecimen initiates either a step increase in the air temperature
ntering the specimen �single-blow transient� or a steady sinu-
oidal variation with time �cyclic input method�. The NTU of the
pecimen is then determined from the exit temperature response
urve by one of several methods if the single-blow transient
ethod is used or from the amplitude reduction and phase shift of

he exit trace relative to the inlet trace if the cyclic input method is
sed.

The basic theory for the single-blow transient test was devel-
ped analytically in 1929 by Schumann �11�. The method was
riginally limited to specimens with negligible axial conduction.
ubsequent work has expanded the utility of the method by intro-
ucing corrections for axial conduction. Mullison and Loehrke
12� greatly extended the usefulness of the single-blow transient
ethod by comparing the experimentally measured output trace
ith the trace generated by a finite-difference program using an

ssumed value of h. The assumed value of h is varied until the
xperimental curve is matched within a specified tolerance. Their
ethod accommodates variable properties and axial conduction

nd does not require a “step” increase in air temperature. It re-
uires only that the inlet temperature be known as a function of
ime.

Blanchet �2� has applied the general concept of the Mullison
nd Loehrke to the cyclic variation method, again with excellent
esults.

The output of either test is an estimate of the NTU of the
ample. For the geometries being considered here, the NTU ex-
ression can be written as

NTU =
hmAc

ṁCp

�1�

Since the flow-rate and fluid properties are known, the product
mAc can be found from the NTU.
The second part of the test program is a new type of one heated

all test that resembles the situation used in many of the refer-
nces cited here to measure the footprint h, except that the new
est derives its principal output from the shape of the temperature
istribution in the air leaving the sample.

The unheated end of the foam could be insulated or the flow-
ate could be chosen so that the ligaments of the foam farthest
rom the heated wall reach fluid temperature. For the first case, the
n has an adiabatic tip, while for the latter condition, the fin
ould be considered “infinitely long.” In either case, the analysis
roceeds as follows.

nalysis
The foam is modeled as a porous fin, perpendicular to the

eated wall, as shown in Fig. 1.
The control volume encloses the full width of the porous fin W,

he full length of the sample in the flow direction �x, and is of
mall �almost, but not quite, differential� height dy. Radiation is
gnored, as is conduction in the fluid, and all solid and fluid prop-
rties are considered constant. The control volume begins just
pstream of the inlet face of the foam and ends just downstream
f the exit face of the foam. Fluid enters the control volume at Tin
nd leaves it at Tout, both of which may vary in the y-direction.
he spanwise averaged temperature of the solid is treated as a
mooth, continuous function of distance in the y-direction and is
enoted by Ts.
The rate of heat transfer from the solid to the fluid inside the

ontrol volume is described using heat exchanger concepts. The
emperature of the fluid leaving the control volume depends on its
nlet temperature, the average temperature of the solid material
ithin the control volume, and the heat exchange effectiveness of
he control volume. For the present situation,

ournal of Heat Transfer
�Tout − Tin�
�Ts − Tin�

= � �2�

An energy balance incorporating this description of the heat
transfer rate equation yields a differential equation describing the
temperature distribution in a porous fin.

d2Ts

dy2 −
�VCpW

ksAk
�Tout − Tin� = 0 �3�

d2Ts

dy2 − �
�VCpW

ksAk
�Ts − Tin� = 0 �4�

Equation �4� follows from Eq. �3� using the definition of heat
exchanger effectiveness.

Assuming that the solid within each control volume is essen-
tially uniform in temperature in the streamwise direction, the situ-
ation is classically described as a two-fluid exchanger with
Cmin /Cmax=0 �i.e., one “fluid” �the solid� acts as though it had an
infinite capacity rate in that its temperature does not change in the
flow direction in response to heat transfer from the fluid. This
results in a particularly simple expression for the effectiveness of
the exchanger.

� = 1 − e�−NTU� �5�
The control volume is considered to be “small” in the flow

direction but not differentially small. Logically, to be representa-
tive, it should be at least one “pore diameter” in height, length,
and width.

This analysis differs from the conventional treatment of a fin in
the way the heat transfer between the solid and the fluid is de-
scribed.

Porous fin:

q = �VCpW��Ts − Tin�dy �6�

Solid fin:

q = h�p�Ts − Tin�dy �7�
The new formulation acknowledges that the air temperature

changes within the control volume, and this variation significantly
affects the heat transfer from the fin: At low flow-rates the heat
transfer from the fin to the air may be limited by the capacity rate
of the flow through the fin, not by the heat transfer coefficient.

In the limit for low NTU �high flow-rates�, Eqs. �6� and �7� are
identical. This can be seen by examining the first few terms of the
series expansion for e�−NTU�.

To investigate this approach to modeling porous fins, Eq. �4�

Fig. 1 A control volume for the porous fin analysis
was used to numerically calculate the temperature distribution in
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he solid material of a porous fin with heat transfer, and then Eq.
10� was used to predict the air temperature rise across the fin. The
esults are shown in Fig. 2.

Note that “height” in Fig. 2 is measured from the top surface of
he bond layer, not from the heated wall beneath the bond layer.
he “region used to find M for extrapolation to the wall” was

aken to begin some small distance above the bond layer to ac-
nowledge the realities of measurement in the lab. The “toe” on
he curve reflects the enforcement of adiabaticity at the tip.

A slice 2.5 mm thick in the flow direction was used for these
alculations, with the foam properties estimated from Boomsma et
l. �4�. The representative values of the heat transfer coefficient
ere extracted from correlations based on tests of woven wire

creen matrices �Kays and London �7��. Diffusive mixing in the
-direction was not considered and may be a factor near the wall
here there is high curvature in the temperature distribution.
The temperature distribution in an infinitely long fin is given by

q. �8�, with M as a constant determined by the heat exchanger
spects of the porous fin. The straight line portion in Fig. 2 fol-
ows that distribution.

�Ts − Tin�
�To − Tin�

= e−My �8�

ote that the temperature at the base of the fin, To, is defined as
he temperature of the fin where it attaches to the top surface of
he bond layer, not the temperature of the heated wall below the
ond layer. The temperature difference across the bond layer de-
ends on the heat flow into the fin and the thermal resistance of
he bond layer.

Equation 8 is expressed in terms of solid temperature—the tem-
erature of the ligaments of the foam—but that temperature can-
ot be directly measured without a great deal of effort. It is rela-
ively easy, however, to measure the temperature of the air leaving
he foam-fin. The solid temperature distribution can then be in-
erred from the air temperature distribution.

If the foam is uniform and the flow is uniform, then the effec-
iveness � is uniform over all the differential control volumes. In
hat case, the temperature of the air leaving the porous fin maps
he solid temperature Ts with a scale factor �, as can be seen from

Tout = Tin + ��Ts − Tin� �9�

Tout = Tin + ��To − Tin�e−My �10�

If Tin is uniform, then plotting �Tout-Tin� versus y in semilog
oordinates will yield a straight line if the coefficient M is truly
onstant.

Note that Fig. 2 was generated from “pseudodata” for air-out
emperature. Those data were created by numerically solving for

ig. 2 A semilog plot of „Tair,out−Tair,in… can be used to measure
if the inlet air is uniform
he temperature distribution in a porous fin with an adiabatic tip,

11603-4 / Vol. 131, JANUARY 2009
assuming M to be constant, and then calculating the resulting
air-out temperature distribution assuming uniform effectiveness.
Figure 2 is illustrative of the linearity expected but it does not
establish that real data will be so well behaved. In general, there
will be scatter in the temperature data, especially near the free-end
of the fin, where the temperature differences are small.

The value of M should be determined from the “best fit”
straight line through the measured data in the linear region. It is
not necessary to know To or � to do this, as can be seen from the
following.

�Tout − Tin�1 = ��To − Tin�e−My1 �11�

�Tout − Tin�2 = ��To − Tin�e−My2 �12�

ln� �Tout − Tin�1

�Tout − Tin�2
� = M�y2 − y1� �13�

This method of data analysis serves two purposes: �1� It dis-
plays whether or not there is a constant M that describes the
behavior of the porous fin, and �2� it gives the best estimate of the
value of M based on the entire data set. If the data lie along a
straight line, that confirms the validity of the method. If the data
do not lie along a straight line, either the sample or the flow �or
both� may be nonuniform. It would be possible to estimate the
slope by using only two data points, rather than a “best fit straight
line,” but the “plot and fit” method is recommended because it
offers an opportunity to confirm the validity of the data or to deny
it.

At this point, two of the three parameters needed for design are
in hand: the NTU per unit volume of the foam and the value of M.
It remains only to estimate the effective value of the thermal re-
sistance of the bond layer, as defined by

Rbond =
�Twall − To�

q

The temperature of the heated wall under the bond layer Twall is
available from the data as is the heat flow delivered to the base of
the fin. The base temperature of the foam-fin To, where it attaches
to the upper surface of the bond layer, can be estimated from the
air temperature distribution. The air-out temperature at the effec-
tive base of the fin can be found by extrapolating the semilog plot
of �Tout−Tin� versus y to y=0. Knowing the air-out temperature,
the air-in temperature, and the effectiveness �, we can estimate the
metal temperature at the effective base of the fin To. Thus, by
combining the data from these two tests, we can extract the three
parameters needed to describe the heat transfer behavior of a
foam-fin.

Experimental Results
Figure 3 shows the test section used for these experiments.
Air enters from the left, from a filtered, temperature stabilized,

pressure regulated laboratory air supply. The aluminum portion of

Fig. 3 The test section
the test section contains metal screens to ensure uniform flow and
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hermocouples to measure air temperature and wall temperature.
he Plexiglas portion of the test section is smoothly faired into the
luminum portion.

A typical aluminum foam specimen is shown in Fig. 4 attached
o its heater base using a 1.0 mm thick layer of high conductivity
ilver-filled epoxy cement. This provides a simple, highly repeat-
ble attachment that is acceptable for the present tests. The value
f the bond resistance does not affect the measurement of M as
ong as the temperature profile extends far enough into the fin that
ts slope, in semilog coordinates, can be accurately measured.

The foam block is cut to fill the flow channel within a few
housands of an inch. The foam specimen and the heater block are
ssembled in a fixture that ensures that the same volume of epoxy
s used on each sample. The epoxy is cured at high temperature in
n oven. The temperature of the heater block is measured with
hree K-type thermocouples. Foil-type heaters are attached to the
pstream and downstream faces of the heater block, and the block
s surrounded by 0.5 in. thick balsa wood insulation. Thermo-
ouples embedded in the balsa wood allow estimation of the heat
osses. At low flow-rates, the conduction loss through the insula-
ion is about 5% of the input power; at high flows, about 2%.

The specimen and heater assembles are mounted to the bottom
urface of the flow channel. The specimen fills the channel from
op to bottom and from side to side. Wall static pressure is mea-
ured upstream and downstream of the specimen. A probe traverse
riven by a stepper-motor is mounted downstream of the speci-
en, on the centerline. The traverse uses an “L-shaped” thermo-

ouple probe that extends the junction upstream to within 3 mm
f the back face of the specimen. The probe can be traversed from
ottom to top of the channel, aligned with the flow or yawed as
uch as �8 mm off the centerline without exceeding the probe’s

aw tolerance for constant recovery factor. Velocity traverses in
he vertical direction are typically taken on the centerline and at

4 mm and �8 mm.
Graphitic, aluminum, and copper foams have been tested using

he same apparatus and the same technique. Representative data
rom tests of a copper-alloy foam specimen are shown in Fig. 5, in
artesian coordinates, and Fig. 6 in semilog coordinates. These
ata are all from the same foam specimen tested at three flow-
ates. Similar results have been obtained from aluminum foams.

The objective of showing these figures is to confirm that the
heoretical basis for this new approach is valid, not to document

ig. 4 A typical test specimen mounted using 1 mm of high
onductivity cement
he behavior of these specific foams. The appearance of a straight

ournal of Heat Transfer
line in the semilog representation of the data confirms that the
underlying concept of this new experimental method is sound.

Discussion
The temperature distribution downstream of an ideal uniform

foam would yield a straight line when plotted in semilog coordi-
nates. Tests on real foams have shown deviations: sometimes
abrupt changes in level, sometimes abrupt changes in slope. We
believe that these small-scale deviations from the ideal straight
line provide valuable diagnostic information about nonuniformi-
ties in the foam.

The value of M for a given foam changes with flow-rate, re-
flecting the variation of the heat transfer coefficient with velocity.
A change in slope �a change in the value of M� within a traverse
suggests that the specimen may not be uniform. This could be
either a change in the local hAc product or a change in the local
flow. An abrupt step down in level, within a traverse, suggests that
there may be a discontinuity in the effective conduction parameter
�kA

k
*�. For example, in Fig. 6, there appears to be a step down in

the data at y=6 mm at the highest flow-rate 0.0209 kg /s and also
a change in slope �a change in M�. Based on other diagnostic tests
on this specimen, we believe this indicates a discontinuity within

Fig. 5 Exit temperature distributions from a typical
specimen—Cartesian coordinates

Fig. 6 Exit temperature distributions from a typical

specimen—semilog coordinates

JANUARY 2009, Vol. 131 / 011603-5
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he foam, either of porosity �which affects the local velocity
hrough the foam� or of conductivity �such as a “slip-plane”
ithin the foam�.
Thus, although we do not yet know how to unambiguously

escribe the hydraulic radius, porosity, and area density of a foam,
e can describe its heat transfer behavior as a function of flow

nd examine a specimen for uniformity in a useful manner.
The porous fin analysis presented here yields a different tem-

erature distribution for a porous fin than would the classical “iso-
ated solid fin” analysis for the same values of h and Ac. The
ifference arises from the fact that the air temperature changes
ithin the porous fin.
It is important to note that different definitions of h are used in

he porous fin analysis and the solid fin analysis. In the case of the
olid fin, h is defined using the external flow definition of the
emperature difference �surface temperature minus the fluid tem-
erature far from the surface—a constant�, denoted by h�. For the
orous fin, h is defined using the internal flow definition �surface
emperature minus the local bulk mean temperature of the fluid—

function of x�, denoted by hm. When the effectiveness of the
ontrol volume is small, the fluid temperature does not change
uch within the control volume, and the two analyses produce

ery similar results, as shown in Fig. 7 for a case where �
7.6%.
The difference becomes larger as the effectiveness rises, as

hown in Fig. 8 for a case with effectiveness of 95%. Such high

ig. 7 The temperature distribution in a low-effectiveness
oam-fin

ig. 8 The temperature distribution in a high-effectiveness

oam-fin

11603-6 / Vol. 131, JANUARY 2009
values of effectiveness are easily attained using modern metallic
or graphitic foams, since their area densities are very high.

The temperature distribution in the fin controls the heat transfer
from the fin. The porous fin model predicts significantly lower
heat transfer rates than the solid fin model for the same hAc and
the same ksAk. This is consistent with the fact that the heat ex-
changer model of the porous fin’s convective process allows the
air temperature to change within the fin, thus reducing the driving
potential for heat transfer whereas the solid fin model uses the
same air temperature to drive all of the heat transfer from the area
Ac.

This latter observation has significant implications regarding
the attainable heat rate using a porous fin. The behavior of a
full-scale heat exchanger using porous fins can be calculated as a
sequence of thin slices with the exit temperature from the nth slice
being the inlet temperature for the �n+1�th slice.

Conclusions

1. The heat transfer performance of a foam-fin can be calcu-
lated if three parameters are known: the product hmA

c
* �the

convective conductance per unit volume� as a function of
flow-rate, the product ksAk

* �the effective conductive conduc-
tance as a fin�, and Rbond the effective thermal resistance
between the foam and the surface to which it is attached.

2. This paper presents a new method for measuring the heat
transfer properties of foam materials that combines a classi-
cal single-blow transient test �or a cyclic test�, long used to
measure the heat transfer properties of compact heat ex-
changer surfaces, with a new type of one-heated-wall test. In
this new test, the exit air temperature distribution �down-
stream of the porous fin� is measured, as well as the base
heat transfer rate. The air temperature distribution is used to
determine the porous fin parameter M, which contains the
ratio of the convective to the conductive parameters of the
fin.

The convective parameter can be extracted from the NTU
of the specimen, which can be measured using a conven-
tional single-blow transient or cyclic test. With M and NTU
known, the third parameter—the thermal resistance of the
bond at the wall—can be estimated.

3. The new one-heated-wall test arose from the hypothesis that
the temperature distribution in the air leaving a porous fin
would map the metal temperature of the fin, assuming a
uniform flow and a uniform foam. The experimental results
presented here support this hypothesis.

4. Analytically, the porous fin is treated as a heat exchanger,
not as an isolated object in an infinite flow field. This ap-
proach acknowledges the fact that the air temperature
changes inside the porous fin.

5. The heat transfer from a porous fin is determined by its
effectiveness as a heat exchanger, not simply by its hAc
product. Thus, the heat transfer may be limited by the ca-
pacity rate of the perfusing flow regardless of the value of
hAc.

6. The porous fin model yields a different temperature distri-
bution than the traditional solid fin model, for the same hAc
and ksAk, and predicts a lower heat transfer rate. This has
implications for the design of heat exchangers using
foam-fins.

Nomenclature
Ac � effective area for convective heat transfer

within the control volume, m2

Ac
* � effective area for convective heat transfer per

unit volume, �the area density� m2 /m3

Ak � effective area for conductive heat transfer per-
2
pendicular to the heated wall, m
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Ak
* � effective area for conductive heat transfer per

unit plan-form area �width times flow length�,
m2 /m2

�Cmin /Cmax� � ratio of thermal capacity rates of the two flu-
ids, a parameter in heat exchanger theory,
dimensionless

Cp � specific heat of the fluid, J/kg K
h � generic symbol for a heat transfer coefficient,

W /m2 K
hm � heat transfer coefficient based on the difference

between the bulk mean temperature of the
fluid, the solid temperature, and the wetted
area, W /m2 K

h� � heat transfer coefficient based on fluid tem-
perature far from the surface, the solid tem-
perature, and the wetted area, W /m2 K; used
only in Eq. �7�.

hmAc
* � parameter controlling convective heat transfer

per unit volume between the fluid and the
solid, W /m3 K

ksAk
* � parameter controlling conductive heat transfer

perpendicular to the heated wall, W/m K
ks � thermal conductivity of the solid, W/m K
ṁ � mass flow-rate of fluid, kg/s
M � fin parameter for a porous fin, m−1;

M =����VCpW /ksAk�
p � perimeter of a solid fin, m. Used in Eq. �7�.
q � convective heat transfer rate between the solid

and the fluid in a porous fin, W; used in Eqs.
�6� and �7�

Rbond � effective thermal resistance between the foam-
fin and the heated wall, K / �W /m2�

Tin � temperature of fluid entering the control vol-
ume, K

Tout � temperature of fluid leaving the control vol-
ume, K

Ts � temperature of the solid in the control volume,
K

To � temperature of the solid material of the foam
at the plane defining the effective base of the
fin, �i.e., at the upper surface of the bond
layer�, K

Twall � temperature of the wall to which the foam is

bonded, K

ournal of Heat Transfer
V � velocity of the fluid approaching the front face
of the foam, m/s

W � width of the control volume, perpendicular to
the flow and parallel to the heated wall, m

y � distance from the heated wall, m
�x � length of the control volume in the flow direc-

tion, m
�y � height of the control volume, perpendicular to

the heated wall, m
� � density of the fluid, kg /m3

� � effectiveness, �Qactual /Qmax� for the same ini-
tial states and flow-rates, dimensionless
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Oscillation Effect of Impingement
Surface on Two-Dimensional
Impingement Heat Transfer
This paper describes the oscillation effect of impingement surface on two-dimensional
impingement heat transfer with confined wall. The local temperature distribution on an
impingement surface was measured using a thermosensitive liquid crystal sheet and an
image processor. Experiments were conducted by using air as a working fluid. Experi-
mental conditions were as follows: Reynolds number Re�1000–10,000, dimensionless
distance between nozzle and impingement surface h /B�1.0–4.0, frequency f
�0–100 Hz, and amplitudes a�0.5 mm and 1.0 mm. The local Nusselt number was
improved for the comparatively low Reynolds number and low frequency and was de-
pressed for high frequency. In the case of heat transfer enhancement, vortices on the
impingement surface were renewed frequently, and on the other hand, in the case of heat
transfer depression, thermal boundary layer thickness increased in appearance by the
vibration of the impingement surface. �DOI: 10.1115/1.2955474�

Keywords: forced convection, impingement heat transfer, slit-nozzle, oscillation, ther-
mosensitive liquid crystal, experiment
ntroduction
The impinging jet is utilized as a conventional method to en-

ance the heat transfer �1,2� and the mass transfer �3,4�. The in-
rease in the flow directional and normal gradients of the velocity
nd turbulence intensity near the heat transfer surface �the im-
ingement surface� contributes to the heat transfer improvement.
e consider the cooling of the heat engine by the impinging jet.

he heat engine surface vibrates due to the thermodynamic and
ydrodynamic states of the gas or steam cycle at operation. There-
ore, we should study basically the impingement heat transfer with
nd without the vibration. In the case of heat transfer enhance-
ent of gas flow by oscillation, the oscillation of the working
uid �5–7� and heat transfer surface �8,9� are expected. Fand et al.
5� achieved the experiment on the interaction between sound and
ree convection around the circumference of a heated horizontal
ylinder. The results show that a relatively large percentage in-
rease in the heat transfer coefficient on the upper portion of the
ylinder is caused by the oscillating vortex flow, which is charac-
eristic of thermoacoustic streaming. Davis and Richardson �6�
onsidered natural convection around a horizontal circular isother-
al cylinder in conjunction with a transverse standing sound field

ropagated in the vertical or the horizontal direction. According to
he results, horizontal oscillations increase heat transfer at the bot-
om of a cylinder, and vertical oscillations decrease the local heat
ransfer because of the generation of the reverse flow. Gospinath
nd Harder �7� studied experimentally on the convective heat
ransfer from a cylinder in an intense acoustic field. Two distinct
ow regimes were identified. The first regime is the laminar at-

ached flow regime, which shows the square root dependence of
he Nusselt number on the appropriate Reynolds number. The sec-
nd regime is an unstable regime in which vortex shedding is
revalent and contributes to a higher heat transfer rate. Davidson
8� obtained theoretical results for heat transfer from a circular
ylinder oscillating in an unbounded viscous fluid, which is oth-
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engt Sunden. Paper presented at the The Sixth Wold Conference on Experimental

eat Transfer, Fluid Dynamics and Thermodynamics, 2005.

ournal of Heat Transfer Copyright © 20
erwise at rest. An interesting feature of the flow is that the tan-
gential velocity is not zero at the axis of oscillation and fluid will
be ejected along the axis in the form of a jet. Heat carried over the
surface of the cylinder will be swept away along the axis of os-
cillation. Momose et al. �9� investigated numerically the influence
of horizontal vibration on heat transfer from a horizontal cylinder.
Results indicate that for low frequency vibration the local heat
transfer rate depends on the inner vortex flow and on the other
hand, for high frequency vibration, it depends on the outer vortex
flow. The heat transfer characteristics by the combination of the
oscillation and the impinging jet are needed to be examined ex-
perimentally. Liu and Sullivan �10� investigated experimentally
the flow structure and heat transfer in a circular impinging jet
excited by a loudspeaker with low nozzle-to-plate spacing. The
random vertical structure in the wall-jet region enhances the local
heat transfer when the forcing near the subharmonic of the natural
frequency stable vortex pairing is promoted. The strong large
scale well organized vortices induce the unsteady separation of the
wall boundary layer and lead to local heat transfer reduction. Gau
et al. �11� experimented on the impingement cooling flow struc-
ture and wall heat transfer under the acoustic excitation at both
inherent and noninherent frequencies. The acoustic excitation can
make the unstable wave, the vortex formation, and its subsequent
pairing process. At inherent frequencies, the most unstable wave
can be amplified, which increases the turbulent intensity and en-
hances the heat transfer. At noninherent frequencies, the situation
was inverse. Poh et al. �12� performed numerically on the effect of
flow pulsations on time-averaged Nusselt number under a laminar
impinging jet. They found that the onset of separation at the wall-
jet region of pulsating impinging jet is associated with the point of
constant Nusselt number wave form during the oscillation cycle,
and within one oscillation; large vortices existing during the mini-
mum velocity state are broken into two smaller vortices. Those
references are on the oscillation of working fluid in the impinging
jet. We should examine experimentally and basically the effect of
oscillation of the impingement surface on the impingement heat
transfer.

In the present study, it is examined experimentally how the heat
transfer characteristics of an air jet from a slit-type nozzle change
with and without oscillation of the impingement surface. The im-

pingement surface temperature was measured by the relationship

JANUARY 2009, Vol. 131 / 011701-109 by ASME
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etween the color distribution on a thermosensitive liquid crystal
heet and the temperature. The heat transfer corresponded to the
ow, which was measured by a hot wire anemometer and was
isualized by the smoke inserting method.

xperimental Apparatus
The experimental apparatus is shown schematically in Fig. 1.

he apparatus is divided into four partial fractions, namely, the
ow delivery system, the impingement section, the temperature
easurement system, and the oscillation generation system. The

ir, as a working fluid, was driven to the nozzle by a blower,
hrough a flow meter and a mixing chamber. The developing por-
ion with more than 50 times the length of the nozzle width was
et, and the velocity distribution at the nozzle exit �10 mm width
nd 180 mm breath� was almost fully developed. After air im-
inged on the flat heat transfer oscillated surface �impingement
urface�, its flow direction changed to the horizontal direction and
t was released to the atmosphere. The impingement section �heat
ransfer portion� is composed of a stainless foil and a thermosen-
itive liquid crystal adhered on a transparent acrylic plate whose
ize is 400�400�10 mm3. The stainless steel foil �impingement
urface� was heated electrically and almost uniformly. The ther-
osensitive liquid crystal was illuminated by four halogen lamps
ith infrared absorption filters. The color image on the liquid

rystal was converted into an electrical signal by a charge coupled
evice �CCD� camera with optical filters �red, green, and blue�.
he relationship between color brightness and temperature was
alibrated in advance by the regression equation method.

The oscillation apparatus is presented in Fig. 2. The heated
ortion is supported by four arms of a table set on an oscillator.
he oscillation is vertically transformed to the heat transfer sur-

ace with an amplitude of 1 mm. The frequency was controlled by
pulse oscillator. The displacement was regulated by a power

mplifier and the displacement was recognized by a piezotype

Fig. 1 Schematic of experimental apparatus
Fig. 2 Vibration system

11701-2 / Vol. 131, JANUARY 2009
pickup and a cap-type charger. Since the output of the piezotype
pickup monitor was presented by an acceleration, the oscillation
was caught by integrating it two times.

Experimental Procedure
After the geometric conditions, which are a 10 mm nozzle

width and the space between the nozzle and the impingement
surface h were fixed, air flow rate was controlled. Additionally,
the impingement surface temperature was corrected within the
thermosensitive region of the liquid crystal by controlling the
electric power and the air temperature. The impingement heat
transfer experiment without oscillation was performed in advance
and in the next stage, the frequency and amplitude of the oscilla-
tion were fixed within experimental conditions �Table 1�. Depen-
dence of air temperature and pressure was considered in the flow
rate measurement. The color distribution of the thermosensitive
liquid crystal on the impingement surface was captured as the
light brightness of red, green, and blue and was converted to the
temperature by using the regression equation showing the relation
between the relative brightness and the temperature. The local
heat flux was corrected by numerically solving the three-
dimensional thermal conduction for each pixel �0.4�0.4 mm2,
0.5 mm thick� in the acrylic plate and the stainless steel foil. The
local heat transfer coefficient � and local Nusselt number Nu were
obtained by using net heat flux qnet

� = qnet/�Tw − To� �1�

Nu = � · 2B/� �2�
The uncertainty of the local Nusselt number was estimated by

ANSI/ASME PTC �13�. The main sources of errors in the local
Nusselt number were the evaluation of the temperature, the heat
flux, the thermal conductivity of fluid, and the nozzle width. In the
procedure, the partial derivative of Nu �for instance, �Nu /�T� by

Fig. 3 Isothermal lines „°C… „Re=1000, H=1.0, and f=0 Hz…

Table 1 Experimental conditions

Re 1000, 2000, 4000, 6000, 8000, 10,000
h �mm� 10, 20, 40
H=h /B 1.0, 2.0, 4.0
a �mm� 0.5, 1.0
f �Hz� 0, 10, 20, 40, 60, 100
Fig. 4 Corrected heat flux „Re=1000, H=1.0, and f=0 Hz…

Transactions of the ASME
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he main source was operated by the finite difference. As a result,
95% relative coverage of uncertainty was about 4.4%.
The velocity and turbulence intensity across the section were
easured by a hot wire anemometer. The flow was visualized by
smoke inserting method �14�.
Experimental conditions are listed in Table 1. The Reynolds

umber is based on the velocity at the nozzle exit.

esults and Discussions

Heat Transfer Characteristics. The isothermal line on the im-
ingement surface without oscillation is shown in Fig. 3 for Re
1000 and H=1.0. The position x=0 mm in the figure denotes the
enter of the nozzle. According to the figure, the isothermal lines
re almost parallel and the line space changes with the flow direc-
ion. The temperature is the lowest at the air impinging point and
he temperature gradient is the highest where the flow direction
hanges horizontally. Figure 4 presents the corrected heat flux
onsidered in the three-dimensional heat flow by thermal conduc-
ion in an acrylic plate and a stainless steel foil. The white portion

eans positive values, namely, heat inflow into one pixel and the

ig. 5 Nusselt number along the flow direction „Re=1000, H
1.0, and f=0 Hz…

ig. 6 Nusselt number „H=1.0 and a=1.0 mm…: „a… Re=1000;

b… Re=10,000

ournal of Heat Transfer
gray portion means negative values, namely, heat outflow from
one pixel. The dark solid lines represent the corrected heat flux
=0 and the heat flux step=20 W /m2. Heat inflow appears around
x�0 mm and heat outflow appears downstream from x�20 mm.
In this case, the uniform heat flux without correction was qunif
=198 W /m2.

Figure 5 indicates the effect of the heat flux correction on the
Nusselt number. This Nusselt number was averaged along the
width, namely,

Fig. 7 Nusselt number „H=4.0 and a=1.0 mm…: „a… Re=1000;
„b… Re=10,000

Fig. 8 Nusselt number ratio beneath the nozzle Nuf /Nuo: „a…

Re=1000; „b… Re=10,000

JANUARY 2009, Vol. 131 / 011701-3
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here Nuj is local Nusselt number and n is the number of pixel
long the width, and was denoted along the dimensionless length
/B. The dotted and solid lines show the Nusselt number with and
ithout heat flux correction, Nuunif and Nunet, respectively. The
eak values are improved by the heat flux correction and the
aximum difference between them is 18%. These values agree
ith the numerical values �15� within 5%.
In the next stage, the heat transfer characteristics with oscilla-

ion are presented. Figures 6 and 7 show the longitudinal distri-
ution of the Nusselt number averaged along the width for H

Fig. 9 Dimensionless velocity and turbulence inte
=10 Hz; „c… f=100 Hz
1.0 and 4.0, respectively. Figures 6�a� and 6�b� are for the space

11701-4 / Vol. 131, JANUARY 2009
between the nozzle and the impingement surface H=1.0, the Rey-
nolds number based on nozzle width, Re=1000 and 10,000, and
the amplitude a=1 mm. The parameter is the frequency, and the
two vertical dotted lines are the nozzle width. According to Fig.
6�a�, the Nusselt numbers within the nozzle width are 20.6%,
27.5%, and 34.0% higher for f =10 Hz, 20 Hz, and 40 Hz than
those without oscillation, respectively. However, the Nusselt num-
ber decreases for f =60 Hz and is less than that without oscillation
for f =100 Hz. The reduction rate is remarkable within x /B= �3.
For Re=10,000 �Fig. 6�b��, the Nusselt number at f =10 Hz is
lower in the whole area at f =10 Hz than that without oscillation
and increases with an increase in frequency. It approaches 1.2
times of Nu without oscillation at f =40 Hz. After that, it tends to

ty „H=4.0, a=1.0, and Re=2000…: „a… f=0 Hz; „b… f
nsi
reduce with frequency. For Re=1000 and H=4.0 �Fig. 7�a��, the

Transactions of the ASME
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eat transfer is slightly improved in the range of f =10–40 Hz.
owever, it reduces in the whole region for more than H
60 Hz. For Re=10,000 and H=4.0 �Fig. 7�b��, the heat transfer

s depressed in the whole heated surface with an increase in fre-
uency. These results indicate that both the enhancement and the
epression of heat transfer by oscillation appear and depend on
he geometrical size, the Reynolds number, and the frequency.
onsequently, heat transfer is enhanced in the narrow space be-

ween the nozzle and the impingement surface, and in the low
eynolds number and low frequency, but is depressed in the high

requency. For a wide space, heat transfer is depressed in the
hole frequency. The effect of oscillation exists particularly be-
eath the nozzle for low Reynolds numbers and expands to the
hole area for high Reynolds numbers.
In order to evaluate the Nusselt number with and without oscil-

ation, the local Nusselt number was averaged in the region of
0.5�x /B�0.5 �beneath the nozzle� and in Figs. 8�a� and 8�b�,

he ratio of the Nusselt number with and without oscillation
uf /Nuo is presented for the abscissa, frequency f as a parameter
f the dimensionless space H. The white signals are for amplitude
=1.0 mm and the dark signs are for a=0.5 mm. For Re=1000

Fig. 8�a��, heat transfer enhancement approaches 1.3 at a low
requency. However, for Re=10,000 �Fig. 8�b��, the ratio Nuf /Nuo
s less than 1.0 and heat transfer is depressed. It takes a peak value
t a certain frequency in Figs. 8�a� and 8�b�. This tendency cannot
e seen clearly in another Reynolds number and should be exam-
ned in detail in the near future.

Flow Field. Flow measurements give us the qualitative mecha-
ism of heat transfer enhancement and depression. Figures
�a�–9�c� indicate the dimensionless velocity and the turbulence
ntensity with and without oscillation for H=4.0 and Re=2000. In
he case without oscillation, the turbulence intensity is from 8% to
2% perpendicular to the flow direction and approaches 14% from
/B=1.5–4 near the impingement surface. As shown in Fig. 9�b�
f =10 Hz and a=1.0 mm�, the turbulence intensity constructs the
losed regions of 10%, 12%, and 14%. The area of 14% expands
rom x /B=1.3–5 and contributes to the heat transfer improve-
ent. With an increase in frequency, the jet area from the nozzle

xit expands horizontally and the maximum turbulence intensity
pproaches 16%. However, the turbulence intensity near the im-
rovement surface is 12% at most, and the heat transfer is de-
ressed due to the increase in thermal boundary layer thickness.

Figures 10�a�–10�c� show the power spectrum of velocity fluc-
uation based on Fig. 9. The sampling frequency is 20 kHz, the
ampling time is 100 ms, and the sampling number is 10 at one
easuring point. In Fig. 10�a�, the power spectrum takes a peak

round f =50 Hz, as a background. When the peak is emphasized
y oscillation f =10 Hz, as shown in Fig. 10�b�, heat transfer is
mproved. On the other hand, when a peak is weakened by oscil-
ation f =100 Hz, as shown in Fig. 10�c�, heat transfer is
epressed.

Flow fields at the heat transfer enhancement and depression
ere visualized by a smoke inserting method and a video equip-
ent in Figs. 11�a� and 11�b�. Flow models corresponding to Figs.

1�a� and 11�b� were expressed in Figs. 12�a� and 12�b�, respec-
ively. In the video picture of Fig. 11�a�, the jet from the nozzle is
ontracted and the flow along the impingement surface is undu-
ated �top and bottom�. The flow model is represented in Fig.
2�a�. Strictly speaking, after the jet from the nozzle impinged to
he flat surface with oscillation, vortices are generated on both the
ight and left hand sides of the jet and flow downstream with
rowing up. The renewal of these vortices on the impingement
urface contributes to the heat transfer enhancement. The renewal
s due to the propagation of oscillated pressure to the nozzle and
he jet of oscillated air from the nozzle. The pitch and size of the
ortices become narrow and small with an increase in frequency,
espectively. For high frequency, after the jet from the nozzle

xpands to both sides, the stilled layer is produced on the im-

ournal of Heat Transfer
pingement surface, as shown in Figs. 11�b� and 12�b�. The thermal
boundary layer increases along the flow direction without undula-
tion. In this circumstance, the heat transfer is depressed.

Fig. 10 Power spectrum „H=4.0, a=1.0 mm, and Re=2000…: „a…
f=0 Hz; „b… f=10 Hz; „c… f=100 Hz

Fig. 11 Flow visualization: „a… heat transfer improvement „H
=4.0, a=1.0 mm, f=10 Hz, and Re=500…; „b… heat transfer de-
pression „H=2.0, a=1.0 mm, f=60 Hz, and Re=500…

Fig. 12 Flow model: „a… heat transfer improvement; „b… heat

transfer depression

JANUARY 2009, Vol. 131 / 011701-5
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onclusions
The effect of oscillation of impingement surface on two-

imensional impinging jet from slit-type nozzle was examined
xperimentally by using thermosensitive liquid crystal, hot wire
nemometer, and smoke inserting method for dimensionless space
=1–4, Reynolds number Re=1000–10,000, frequency f
0–100 Hz, and amplitudes a=0.5 mm and 1.0 mm. Both heat

ransfer enhancement and depression can appear due to oscilla-
ion. In the case of H�1, heat transfer is enhanced for low fre-
uencies at low Reynolds numbers, and in the case of wide space
etween the nozzle and the impingement surface it tends to be
epressed for high Reynolds numbers. In the flow field at the heat
ransfer improvement, vortices are generated on both sides of the
et on the impingement surface, and the turbulence intensity in-
reases by the renewal of these vortices. At heat transfer depres-
ion, the thermal boundary layer thickness on the impingement
urface increases along the flow direction due to the high fre-
uency oscillation. The average Nusselt number beneath the
ozzle approaches 1.3 times of that without oscillation within the
resent experimental conditions.

omenclature
a � amplitude �mm�
B � nozzle width �mm�
f � frequency �Hz�
h � distance between nozzle and impingement sur-

face �mm�
H � dimensionless distance between nozzle and

impingement surface �h /B�
Nu � Nusselt number �refer to Eq. �2��

Nuf � average Nusselt number with oscillation be-
neath the nozzle

Nunet � Nusselt number based on heat flux correction
�Fig. 5�

Nuo � Nusselt number without oscillation beneath the
nozzle

Nuunif � Nusselt number without heat flux correction
�Fig. 5�

qnet � net heat flux �W/m2�
Re � Reynolds number at nozzle exit �Uo ·2B /��
To � fluid temperature at nozzle exit �°C or K�
T � impingement surface temperature �°C or K�
w

11701-6 / Vol. 131, JANUARY 2009
Uo � average velocity at nozzle exit �m/s�
x � distance from the center of the nozzle �mm�
z � distance perpendicular to the impingement sur-

face �mm�
� � heat transfer coefficient �refer to Eq. �1��
� � thermal conductivity of fluid �W/�mK��
� � kinematic viscosity of fluid �m2/s�
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The Flow of Non-Newtonian
Fluids on a Flat Plate With a
Uniform Heat Flux
Forced convective heat transfer of non-Newtonian fluids on a flat plate with the heating
condition of uniform surface heat flux has been investigated using a modified power-law
viscosity model. This model does not restrain physically unrealistic limits; consequently,
no irremovable singularities are introduced into a boundary-layer formulation for power-
law non-Newtonian fluids. Therefore, the boundary-layer equations can be solved by
marching from leading edge to downstream as any Newtonian fluids. For shear-thinning
and shear-thickening fluids, non-Newtonian effects are illustrated via velocity and tem-
perature distributions, shear stresses, and local temperature distribution. Most significant
effects occur near the leading edge, gradually tailing off far downstream where the
variation in shear stresses becomes smaller. �DOI: 10.1115/1.2977610�

Keywords: boundary layer, non-Newtonian fluids, modified power law
Introduction
The interest in heat transfer problems involving power-law non-

ewtonian fluids has grown in the past half century. A sequence
f excellent lectures on non-Newtonian fluids was given by Hinch
1�. It appears that the paper of Acrivos �2�, a frequently cited
aper, was the first to consider boundary-layer flows for such
uids. Since then, a large number of papers have been published
ue to their wide relevance in chemicals, foods, polymers, molten
lastics, and petroleum production, and other natural phenomena.
complete survey of this literature is impractical since Ref. �2� is

ne of the most cited references in engineering literature. How-
ver, a few items are listed here to provide starting points for a
roader literature search �3–10�.

Two common mistakes often appear in papers studying bound-
ry layers of power-law non-Newtonian fluids. The first is that
ew authors recognize that the power law introduces a length scale
nto boundary-layer formulations; consequently, boundary-layer
roblems with power-law non-Newtonian fluids cannot have
imple self-similar solutions. It is nevertheless a convenient prac-
ice to ignore the dependence of boundary-layer solutions on the
treamwise coordinate. It has been demonstrated in Refs. �11,12�
hat such a self-similar solution is actually only valid at the lead-
ng edge of the boundary layer. The similarity solution is a natural
pstream condition, which is needed to integrate boundary-layer
quations along the streamwise direction from the leading edge.

The second concern is related to the unrealistic physical result,
ntroduced by the traditional power-law correlation, that viscosity
ither vanishes or becomes infinite in the limit of large or small
hear rates, respectively. This usually occurs at the leading edge of
flat plate or along the outer edge of boundary layers where the

oundary layer matches with the outer inviscid flow. Thus, power-
aw correlations introduce nonremovable singularities into
oundary-layer formulations for an infinite or zero viscosity. A
rief discussion of the singularity associated with a sharp leading
dge of boundary layers is provided in Ref. �13�. Without recog-
izing the cause of such unrealistic conditions, a false-starting
rocess has been used to integrate boundary-layer equations
lightly downstream from the leading edge to avoid the leading-
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edge region; sometimes complex multilayer structures have been
introduced to overcome mathematical difficulties in order to ob-
tain solutions of a nonphysical formulation �9,10�.

The recently proposed modified power-law correlation is
sketched for various power indices n in Fig. 1. It is clear that the
new correlation does not contain the physically unrealistic limits
of zero and infinite viscosities displayed by traditional power-law
correlations �1�. The modified power law, in fact, fits data better
�13,14�. The constants in the proposed model are fixed with avail-
able measurements and are described in detail in Ref. �11�. The
boundary-layer formulation on a flat plate is described and nu-
merically solved in Ref. �11�, and the associated heat transfer for
two different heating conditions is reported in Ref. �12� for a shear
thinning fluid. In this investigation, the behaviors of both shear-
thinning and shear-thickening fluids are studied by choosing the
power-law index as n �=0.6,0.8,1 ,1.2,1.4� in order to fully dem-
onstrate the impact of these non-Newtonian fluids.

2 Formulation of Problem
A steady laminar boundary layer of a non-Newtonian fluid on a

semi-infinite flat plate with uniform heat flux has been studied.
The viscosity depends on shear rate and is correlated by a modi-
fied power law. We consider shear-thinning and shear-thickening
situations of non-Newtonian fluids. It is assumed that a surface
heat flux qw is applied to the plate; T� is the ambient temperature
of the fluid. The coordinate system is shown in Fig. 2.

The boundary-layer equations for the flow and heat transfer are

�ū

�x̄
+

��̄

�ȳ
= 0 �1�

ū
�ū

�x̄
+ �̄

�ū

�ȳ
=

�

�ȳ
��

�ū

�ȳ
� �2�

ū
�T

�x̄
+ �̄

�T

�ȳ
= �

�2T

�ȳ2 �3�

where �ū , v̄� are velocity components along the �x̄ , ȳ� axes, T is
the temperature, and � is the thermal diffusivity of the fluid. The

viscosity is correlated by a modified power law, which is
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�ȳ
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for �̄1 � � �ū

�ȳ
� � �̄2 �4�

he constants �̄1 and �̄2 are two “threshold” shear rates, � is the
ensity of the fluid, and K is a dimensional constant, whose di-
ension depends on the power-law index n. The values of these

onstants can be determined by matching with measurements.
utside of the above range, viscosity is assumed constant; its
alue can be fixed with data given in Fig. 1.

The boundary conditions for the present problem are

Fig. 1 Modified power-law correlation
Fig. 3 Velocity distribution at „a… �=0.0, „b…
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ū = �̄ = 0, − k
�T

�ȳ
= qw at ȳ = 0 �5a�

ū → U0, T → T� as ȳ → � �5b�
The required upstream conditions will be provided later. We

now introduce the following nondimensional transformations:

� = x =
x̄

l
, 	 =

ȳ

l
� U0

2x̄�1
�1/2

, U =
ū

U0
, V = �̄� 2x̄

U0�1
�1/2

�6�


 = �T − T��
qw

k
��1l

U0
�1/2

, Re =
U0l

�1
, D =

�

�1

where �1 is the reference viscosity, 
 is the dimensionless tem-
perature of the fluid, and Re is the Reynolds number. The variable
viscosity,

Fig. 2 Coordinates
�=0.1075, „c… �=1.0102, and „d… �=2.0139
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D =
K

��1
�U0

3

l�1
��n−1�/2� �u

�y
�n−1

= C� �u

�y
�n−1

�7a�

ecomes

D = �1, 	�	 � �1

	�	n−1, �1 � 	�	 � �2

0.5, 	�	 � �2

 where � =

�u

�y
�7b�

hen, the length scale associated with the non-Newtonian power
aw �12� is

l = C2/�1−n���K

�
�2

1/�1
�n+1��1/�n−1�

U0
3 �7c�

ecause of this length scale, the current problem does not have a
elf-similar solution. Substituting variables �6� into Eqs. �1�–�4�
eads to the following equations:

�2��
�U

��
− 	

�U

�	
+

�V

�	
= 0 �8�

�2��U
�U

��
+ �V − 	U�

�U

�	
=

�

�	
�D

�U

�	
� �9�

�2��U
�


��
+ �V − 	U�

�


�	
+ U
 =

1

Pr

�2


�	2 �10�

Fig. 4 Temperature distribution at „a… �
=2.0139 while Pr=100
nd
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� = �2��−1/2�U

�	
�11�

D =�
1, 	�	 � �1

� �

�1
�n−1

, �1 � 	�	 � �2

��2

�1
�n−1

, 	�	 � �2

 �12�

Correlation �12� is almost identical to the one proposed in Ref.
�12�. Equations �8� and �9� can be solved by marching down-
stream, with the upstream condition satisfying the following dif-
ferential equations:

− 	
�U

�	
+

�V

�	
= 0 �13�

�V − 	U�
�U

�	
=

�

�	
�D

�U

�	
� �14�

�V − 	U�
�


�	
+ U
 =

1

Pr

�2


�	2 �15�

which are the limits of Eqs. �13�–�15� as �→0. The corresponding
boundary conditions are

U = V = 0,
�


= − 1 at 	 = 0 �16a�

0, „b… �=0.1075, „c… �=1.0102, and „d… �
=0.
�	
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U → 1, 
 → 0 as 	 → � �16b�
Equations �8�–�10� and �13�–�15� are discretized by a central-

ifference scheme for the diffusion term and a backward-
ifference scheme for the convection terms; hence, the truncation
rrors are O����. Finally we get an implicit tridiagonal algebraic
ystem of equations, which can be solved by a double-sweep tech-
ique. The normal velocity is directly solved from the continuity
quation. The computation is started from �=0, and the solution
f Eqs. �13�–�15� is the upstream condition for marching down-
tream to �=100. After several test runs, converged results are
btained by using ��=210−9 and �	=0.001 near the leading
dge, say, �=0.0–10−5; afterward �� is gradually increased to
�=0.01.
In practical applications, the physical quantities of principal

nterest are the skin-friction coefficient Cf and the local surface
emperature distribution �w, which are

Cf�2��1/2 = �D
�U

�	
�

	=0
�17�

�w = 
��,0� �18�

Results and Discussion
The numerical results are presented for the non-Newtonian

ower-law fluids of shear-thinning �n�1� and shear-thickening
n�1� cases along with the Newtonian fluid �n=1�. For a large
randtl number, the velocity and temperature distributions are
iven in Figs. 3–5; the skin-friction coefficient Cf�2��1/2 and the

Fig. 5 Temperature distribution at „a… �
=2.0139 while Pr=1000.
ocal surface temperature distribution 
�� ,0� appear in Figs. 6–8

11702-4 / Vol. 131, JANUARY 2009
for different values of the power-law index n
�=0.6,0.8,1.0,1.2,1.4�. The singularity mentioned earlier has
been successfully removed by using the modified power-law cor-
relation. Since the shear tress at the leading edge is inversely
proportional to 2�, D= ��2 /�1�n−1 at the leading edge.

The velocity distributions as a function of 	 at selected � loca-
tions for the power-law index n are shown in Figs. 3�a�–3�d�. In
Fig. 3�a�, it is seen that for the shear-thinning fluids n �=0.6,0.8�,
the velocity accelerates quickly, owing to the decreased influence
of viscosity near the leading edge. Since the actual Reynolds num-
ber is larger for a bigger n, the boundary layer is thinner. For the
shear-thickening fluids n �=1.2,1.4�, the velocity decreases due to
the increase in the effects of viscosity, and the boundary layer is
thicker near the leading edge. In the downstream region, the ve-
locity distribution gradually approaches the velocity distribution
of the Newtonian fluid �n=1�, as seen in Figs. 3�b�–3�d�. This
means that for the shear-thinning case, the effect of viscosity in-
creases while it decreases for the shear-thickening fluid. The dis-
tribution of shear stresses gradually smooths out, and so does that
of viscosities. It should be mentioned that the boundary-layer
thickness for n=1.4 at �=0 is approximately 75 but quickly drops
below 10 before �=0.1. This is because n=1.4 is a rather extreme
case, with the viscosity at �=0 about 15 times larger than that for
n=1.2. As soon as the fluid flows past the leading edge, the vis-
cosity quickly drops, the local Reynolds number increases, and
the boundary layer becomes thinner.

Figures 4 and 5 show the temperature distribution for Pr=100
and 1000, respectively. For both values of Prandtl number, the
values of the wall temperature for a shear-thinning fluid are less

0, „b… �=0.1075, „c… �=1.0102, and „d… �
=0.
than those for shear-thickening fluids. At the leading edge the wall
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emperature is relatively small for a shear-thinning fluid as com-
ared to a shear-thickening fluid. In the downstream region the
all temperature increases for n �=0.6,0.8� and decreases for n

=1.2,1.4� owing to the opposite viscous effect for the shear-
hinning and shear-thickening fluids. Here it is notable that for
r=1000 the thermal boundary-layer thickness is approximately
alf of that for Pr=100. For large values of Pr, corresponding to
aterials that are lightly conducting thermally, an increase in Pr

orresponds to a decrease in thermal conductivity. Then, for any
oint on the wall, heat is not able to conduct more easily into the
uid as Pr increases, and therefore the thermal boundary layer
ecomes thinner.

The effect of the power-law index on the variation in skin-
riction coefficient Cf�2��1/2 is shown in Fig. 6. For the shear-
hinning case, the wall shear stress increases up to ��12.5 and
hen gradually decreases and asymptotically approaches the value
or a Newtonian fluid �n=1�. Similarly, for a shear-thickening
uid, the wall shear stress decreases up to ��10 and then asymp-

otically approaches the wall shear of a Newtonian fluid. From
his figure, we can say that the extreme variation in Cf�2��1/2 for

Fig. 6 Distribut
Fig. 7 Distribution of local surf

ournal of Heat Transfer
the shear-thinning and shear-thickening cases happens near the
leading edge and are due to the effect of the non-Newtonian vari-
able viscosity. In a run up to �=8000, the difference in the wall
shear stress between a non-Newtonian fluid and a Newtonian fluid
became extremely small but still nonzero. This is a result of the
inherent nonlinearity associated with a non-Newtonian fluid.

The local temperature distributions are plotted in Figs. 7 and 8
for Pr=100 and 1000, respectively. The minimum surface tem-
perature 
�� ,0� occurs at the leading edge for the shear-thinning
fluid, which are 0.13391 for Pr=100 and 0.06088 for Pr=1000 at
the case of n=0.6. On the other hand, for the shear-thickening
case, the maximum value of 
�� ,0� at �=0 for Pr=100 is 0.55001
and that for Pr=1000 is 0.25397 while n=1.4. Hence, at �=0 the
local temperature decreases by 54.53% for n=0.6 and by 53.84%
for n=1.4 as Pr increases from 100 to 1000. Downstream from the
leading edge, the surface temperature increases for shear-thinning
cases �n=0.6,0.8� and decreases for shear-thickening cases �n
=1.2,1.4�. They asymptotically approach the surface temperature

of shear stress
ace temperature for Pr=100
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f an associated Newtonian fluid. It is worthy to note that the
olution of a Newtonian fluid depends on 	 and not on �, a simi-
arity solution.

Conclusions
The proposed modified power-law correlation agrees well with

he actual measurement of non-Newtonian fluids; consequently it
s a physically realistic model. The problems associated with the
onremoval singularity introduced by the traditional power-law
orrelations do not exist for the modified power-law correlation
roposed in this paper. The model of modified power law for
on-Newtonian fluids can be used to investigate the heat transfer
roblems associated with thin layers where a boundary-layer ap-
roximation is valid.

omenclature
C � constant

Cf � dimensionless skin-friction coefficient
D � nondimensional viscosity of the fluid
K � constant for variable viscosity, Eq. �4�
k � thermal conductivity
l � reference length scale of the plate
n � non-Newtonian power-law index

Nu � Nusselt number
qw � surface heat flux
Re � Reynolds number

�ū , v̄� � fluid velocities in the �x̄ , ȳ� directions,
respectively

�U ,V� � dimensionless fluid velocities in the �� ,	� di-
rections, respectively

U0 � freestream velocity
T � dimensional temperature of the fluid

Tw � surface temperature
T� � ambient temperature

reek Symbols
� � axial direction along the plate
	 � pseudosimilarity variable
� � shear rate

Fig. 8 Distribution of N
11702-6 / Vol. 131, JANUARY 2009
� � fluid density
�w � surface temperature
� � viscosity of the non-Newtonian fluid

�1 � reference viscosity of the fluid
� � thermal diffusivity

 � dimensionless temperature of the fluid
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Forced Convection Flow in a
Wavy Channel With a Linearly
Increasing Waviness at the
Entrance Region
This research studies the fluid flow and heat transfer in a wavy channel with a linearly
increasing waviness at the entrance region. The considered model consists of a channel
formed by two wavy plates described by a sinusoidal profile and maintained at a uniform
temperature. The finite element method is utilized to solve the problem. Reynolds numbers
are considered in the range of 125�Re�1000 to avoid unsteady flow, and Pr�0.7. The
global objective of this research is to reduce the pressure drop in the wavy channel due
to the developing flow at the entrance region. The effect of the Reynolds number, length
of the increasing waviness region, waviness of the wavy wall on the hydrodynamics, and
thermal characteristics of the channel is investigated. The result indicates that the lin-
early increasing waviness at the entrance region significantly reduces the pressure drop
in the channel on the other hand, the thermal characteristics of the wavy wall are nearly
unaffected. �DOI: 10.1115/1.2977554�

Keywords: wavy channel, forced convection, entrance region
Introduction
The wavy channel is typically employed in compact heat ex-

hangers for enhancing heat transfer �1�. The geometrical com-
lexity of this channel significantly affects the flow pattern and
lso the heat transfer. The heat transfer enhancement in this heat
xchanger is due to three mechanisms. Firstly, the wavy channel
nterrupts the development of the hydrodynamics and thermal
oundary layers. Secondly, the wavy walls introduce some form
f mixing into the flow, which reduces the temperature gradient
ear the wall and increases the heat transfer. Thirdly, the corruga-
ions of the wall increase the heat transfer surface area. Various
all geometries have been investigated in literature, such as cor-

ugated, arc-shaped, and sinusoidal in two- or three-dimensional
paces.

Many numerical and experimental studies are available in lit-
rature on the fluid flow and heat transfer in the wavy channels.
he numerical analysis of forced convection in a sinusoidal
urved channel was solved using the spline alternating-direction
mplicit method by Wang and Chen �2�. Their results show that
mplitudes of the Nusselt number and skin-friction coefficient are
ncreased with the Reynolds number and waviness of the wall.
inusoidal and arc-shaped configurations were numerically stud-

ed by Bahaidarah et al. �3�, and they reported an 80% heat trans-
er enhancement in some case studies. Experimental work on heat
ransfer enhancement in sinusoidal wavy passages was reported
y Rush et al. �4�. The onset of macroscopic mixing is directly
inked to a significant increase in local heat transfer. The effect of
he hydrodynamics condition on the heat transfer enhancement
as presented by Gradeck et al. �5�, and they pointed out a strong

elationship between the wall velocity gradient and the Nusselt
umber. Experimental and numerical analyses were performed by
ishimura and Matsune �6� to study the effect of the fluid dynam-

cs behavior for unsteady flow. The frequency of the fluid flow
nhances the heat and mass flow at low Reynolds numbers. Guz-
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AL OF HEAT TRANSFER. Manuscript received February 13, 2008; final manuscript
eceived June 14, 2008; published online October 20, 2008. Review conducted by

autam Biswas.

ournal of Heat Transfer Copyright © 20
man and Amon �7� studied the transition from laminar to chaotic
flow in wavy channels through the use of the spectral element
method. Stalio and Piller �8� presented the heat transfer enhance-
ment in a wavy channel in an anticipated transition to unsteady.
The effect of the three-dimensional hydrodynamics wavy channel
on heat transfer enhancement was presented by Sawyers et al. �9�
using numerical and analytical techniques. Fabbri �10� maximizes
the heat transfer in a corrugated channel by optimizing the corru-
gation profile. However, the results indicate that the wall profile
can only maximize the heat transfer when the Reynolds and
Prandtl numbers are not too low. Separation characteristics inside
a channel with a wavy surface were determined numerically by
Mahmud et al. �11�, and separations were strongly dependent on
the surface waviness and aspect ratio. Lin et al. �12� presented a
dimensional analysis for heat transfer characteristics in corrugated
channels using the Buckingham Pi theorem. The results show that
the local Nusselt number is affected primarily by the Reynolds
number, the hydraulic diameter, and the corrugated angle.

In all the above works, the heat removal from the channel is
significantly improved when a wavy channel is introduced instead
of a straight one. However, a high pressure drop across the wavy
channel is associated with these structures �13�. As a result, the
overall performance of the thermal system is degraded because a
larger mechanical pumping power is required. The pressure drop
in the wavy channel is not only due to the geometry of the wall,
but also due to the flow development at the entrance region. The
flow development at the entrance region contributes most of the
pressure drop in a wavy channel if the length of the channel is
short, and the wall skin-friction at the entrance region is higher
than at the fully developed region �14�.

To tackle this disadvantage, this research presents a technique
to reduce the pressure drop in a wavy channel by introducing a
linearly increasing waviness region at the entrance. The pressure
drop, the distribution of skin-friction, and the Nusselt number at
the wavy surface are presented for the different Reynolds num-
bers, the waviness, and the length of the linearly increasing wavi-
ness region. The cost for manufacturing the proposed geometry
should not be more than the cost of manufacturing a typical cor-

rugated plate because the same technique can be used. Corrugated

JANUARY 2009, Vol. 131 / 011703-109 by ASME
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oll forming machines are used. The roll forming process consists
f passing a continuous ribbon of structural steel through a series
f rollers, which plastically deform the plate until the required
hape is achieved.

Model Description and Solution Method
Figure 1 shows a schematic of the wavy channel configuration

nd the definition of important geometric parameters. The model
s composed of two corrugated plates described by a sinusoidal
unction, and they are spaced with a distance 2H. The total length
f the channel is L. The walls start to wave at a distance Li from
he channel’s inlet, and ends at a distance Le from the exit. The
orizontal length of the wavy section of the channel is equal to
w. The waviness of the wall is a, while the wavelength is b.
here is symmetry in the problem because the channel has peri-
dic converging-diverging cross sections. Only the lower half of
he geometry is considered in the analyses. The wavy section of
he channel is composed of two regions. In the first region, the
aviness of the wavy wall is increasing linearly for a distance EL.

n the second region, the waviness is constant and the structure is
eriodic for a distance Lw−LE. The mathematical expressions of
he wavy wall for the first and second regions are given as, re-
pectively

y�x� = −
a

2
sin��

b
x��Ax + B� �1a�

y�x� = −
a

2
sin��

b
x� �1b�

here A=−aLi /EL and B=−a /EL.

2.1 Governing Equations. Based on the characteristic scales
f the half separation distance between the wavy walls �H�, aver-
ge inlet velocity �ui�, temperature difference �Tw−Ti�, and �ui

2,
he dimensionless variables are defined as follows:

U =
u

ui
, v =

v
ui

, X =
x

H
, Y =

y

H
, P* =

P

�ui
2 , � =

T − Ti

Tw − Ti

he two basic dimensionless groups describing the problem are
he Reynolds �Re� and Prandtl �Pr� numbers, and they are defined
s, respectively

Re =
�uiH

�
, Pr =

�Cp

k

onsidering the above dimensionless variables and groups, the
imensionless governing equations for a steady laminar forced
onvection flow in a wavy channel are as follows:

Continuity equation:

�U

�X
+

�V

�Y
= 0 �2�

Fig. 1 Schematic of the wavy channel configuration w
metric parameters
X- and Y-momentum equations:
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U
�U

�X
+ V

�U

�Y
= −

�P*

�X
+

1

Re
� �2U

�X2 +
�2U

�Y2 � �3�

U
�V

�X
+ V

�V

�Y
= −

�P*

�Y
+

1

Re
� �2V

�X2 +
�2V

�Y2� �4�

Energy equation:

U
��

�X
+ V

��

�Y
=

1

RePr
� �2�

�X2 +
�2�

�Y2� �5�

The spaces are normalized based on the half separation distance
between wavy walls �H�. The dimensionless half height and total
length of the channel are H*=1 and L*=L /H, respectively. The
waviness and wavelength are given in dimensionless form as a*

=a /H and b*=b /H, respectively. Due to the elliptic nature of the
governing equations, the boundary conditions along the entire do-
main must be specified for all field variables. The dimensionless
boundary conditions are described in the following mathematical
form:

1. at the inlet �X=0,0�Y �1� :U= 3
2 y�2−y2� , V=0, �=0,

2. at the exit �X=L*,0�Y �1� : �U / �X =0, V=0, �� / �X =0,
3. at the bottom wall �0�X�L

i
*,Y =0� :U=V=�=0, �L

i
*�X

�L
i
*+EL*,Y =−�a* /2�sin��� /b*�X�� :U=V=0, �=1,

�L
i
*+EL*�X�L

W
* , Y =−�a* /2� sin��� /b*�X��A*X+B*��:

U=V=0, �=1, and �L
i
*+L

W
* �X�L*,Y =0� :U=V=�=0,

and
4. at the symmetry �0�X�L*,Y =1� :V=0, �� / �Y =0

The local Nusselt number �Nu�s along the wavy wall is used to
describe the heat flow out of the wall and to evaluate the thermal
effect of the wavy wall. �Nu�s is defined as

�Nu�s = −
1

�s

��

�n̂
�6�

where n̂ is the normal coordinate to the surface and �s is the
dimensionless temperature at the wall surface. The temperature
gradient at the wavy wall is defined as

��

�n̂
=�� ��

�X
�2

+ � ��

�Y
�2

�7�

The average Nusselt number �Nu�ave for the wavy wall is ex-
pressed as

�Nu�ave =
1

d�0

d

�Nu�sdŝ �8�

where ŝ is the dimensionless coordinate along the surface of the
wavy wall and d is the length of the wavy wall. The local skin-
friction coefficient at the wavy wall is obtained using the follow-

the entrance showing the definition of important geo-
ith
ing expression:
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Cf =
1

Re
� �U

�Y
+

�V

�X
� �9�

he pressure drop enhancement percentage of the wavy channel is
valuated by comparing the pressure drop of the wavy channel
ith the wavy entrance region to the one without the wavy en-

rance region �EL*=0�. The pressure drop enhancement percent-
ge is defined by

��P*�Enh =
�P*

��P*�EL=0
	 100 �10�

here ��P*�EL=0 is pressure drop for a channel without the wavy
ntrance region.

2.2 Finite Element Method. The dimensionless governing
quations and boundary conditions are solved using the finite el-
ment method. Four node quadrilateral elements were used to
esh the computational domain. Figure 2�a� shows the mesh at

he entrance region of the channel, and Fig. 2�b� shows a close up
iew at the wavy wall. The mesh consists of 74,400 elements and
5,701 nodes. The elements are concentrated in the region near
he wavy wall to accurately capture the local skin-friction and
usselt numbers. Mesh independent results were confirmed by

esting the mesh density in the domain. The number of elements is
ncreased by 10% and 20%. The results indicate that the differ-
nce between the models was less than 2.3%, and therefore, the
riginal model was adopted for the numerical simulations. It was
lso ensured that the channel exit length �L

e
*� is long enough so

hat imposed exit conditions have no effect on the solution. The
ridiagonal matrix algorithm �TDMA� iterative solver �15� was
sed to solve a set of discretized equations for velocity compo-
ents, while the preconditional conjugate residual �PCR� solver
16� was used to solve for the pressure. The preconditional gen-
ralized minimum residual �PGMR� solver was employed to solve
set of discretized equations for energy. The PGMR solver was

sed for the energy equation because the TDMA solver was inef-
ective to solve the energy equation. A relaxation factor of 0.5 was
pecified for all field variables. The problem was solved, and the
ollowing condition was used to declare convergence:

1

�	 j=1

N

 j

m+1�
�	 j=1

N
�
 j

m+1 − 
 j
m�2 � 10−6 �11�

here the superscript m refers to the iteration number, the sub-

Fig. 2 Finite element mesh at „a… the entrance region, for E
cript j refers to the node number, 
 refers to the field variable,

ournal of Heat Transfer
and N refers to the maximum node number. Decreasing the value
of convergence criteria below 10−6 does not contribute any sig-
nificant changes to the results. The convergence monitor repre-
sents the sum of the changes of a variable calculated from the
results between the current �m+1�th iteration and previous mth
iteration divided by the sum of the current values.

2.3 Numerical Validation. The present finite element model
was validated against the previously published results of Wang
and Chen �2�. They calculated the local Nusselt number along the
wavy surface. Their model is similar to the present model, but
water was used as a working fluid. Figure 3 shows the local Nus-
selt number distribution along the wavy wall of the present and
the results in Ref. �2�. The results are for a*=0.2, b*=2, Re
=500, and Pr=6.93. As shown, a good agreement between the two
models is obtained.

=11.5 and a*=0.5 and „b… a close up view of the wavy wall

Fig. 3 Distribution of the local Nusselt number along the wavy
*

wall of the present study and of Wang and Chen’s result †2‡

JANUARY 2009, Vol. 131 / 011703-3
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Results and Discussion
The effect of introducing the linearly increasing waviness re-

ion at the entrance on the hydrodynamics and thermal character-
stics of the wavy channel is presented. The results are compared
o a wavy channel without the wavy entrance region to study its
ffect. Air is used as the working fluid, Pr=0.7, and Reynolds
umbers of 125–1000 are selected to maintain the laminar flow
ondition. A transitional flow in a wavy channel is observed at
e=1500 �4�. Air enters the channel with a temperature of �i=0,
nd the wavy wall is maintained at a temperature of �w=1. The
hannel’s height and width, including the wavy, upstream, and
ownstream lengths, are H*=1, L*=32, L*

w
=26, L*

t
=1, and

*
e
=5, respectively. For 1�X�EL*, the waviness of the wall is

ncreasing linearly, and for EL*�X�27, the waviness is con-
tant. Different values of EL* are selected for this study, EL*=0,
.5, 11.5, and 25.5. For EL*=25.5, the waviness is increasing
inearly in the entire length of the wavy section of the channel. As

special case, a wavy channel with EL*=0 is for the channel
ithout a linearly increasing waviness region. The waviness of the
avy wall is examined as a design parameter, and the examined
aviness are a*=0.125, 0.25, and 0.5. The wavelength is main-

ained constant at b*=2.

3.1 Hydrodynamics Results. The effect of introducing a lin-
arly increasing waviness region at the entrance of the wavy wall
n the flow streamlines is presented. Figures 4�a� and 4�b� show
he streamlines for a*=0.5, Re=500, and EL*=0 and 11.5, re-
pectively. These figures show only the entrance region of the
hannel, 0�X�13. Flow enters the channel from the left open
ide and exits from the right open side. The flow pattern, including
he speed of the axial core flow and the recirculating flow in the
iverged regions of the channel, has an important influence on the
ressure drop in the channel. Figure 4�a� shows that a large por-
ion of streamlines is detached from the wavy wall, showing the
everal separation and reattachment points. The boundary layer
eparates from the wall at the diverged sections and reattacheds at
he converged sections. The recirculating flow completely fills the
iverged regions of the channel, reducing the width of the channel
or the axial core flow by half. The expansion of the channel cross
ection and the resulting deceleration of the fluid creates a pres-
ure gradient that opposes the fluid motion. On the other hand, for
he wavy wall with the wavy entrance region, Fig. 4�b� indicates
hat the size of the recirculating flow is gradually increasing in the
xial direction, and that most of the wavy wall are directly im-
osed on the axial core flow, reducing the pressure drop and the
hermal resistance in the channel.

Figure 5�a� shows the distribution of the local skin-friction co-
* *

Fig. 4 Effect of the entrance on streamlines fo
fficient for a =0.5, Re=500, and EL =0, 5.5, 11.5, and 25.5.

11703-4 / Vol. 131, JANUARY 2009
For EL*=0, the skin-friction coefficient distribution has the high-
est magnitude on the first wave, then decreases to eventually reach
the periodic condition, but the skin-friction behaves differently
when the wavy entrance region is introduced. For EL*=5.5, the
skin-friction increases with the waviness of the wall to reach its
maximum value at X=6.5, then it decreases and becomes constant
at the periodic section. With EL*=11.5, the maximum skin-
friction is shifted to X=12.5. Figure 5�a� indicates that the aver-
age skin-friction is significantly decreased when the wavy en-
trance region is introduced. The effect of the Reynolds number on
the distribution of the local skin-friction coefficient is presented in
Fig. 5�b�, and the results are for EL*=11.5, a*=0.5, and Re
=125, 250, 500, and 1000. The figure indicates that the skin-
friction increases from the first wave for all Re values and has the
highest magnitude on the sixth wave. As the Reynolds number
increases the amplitudes of skin-friction are also increased at all
locations.

The pressure drop across the wavy section of the channel is
determined for all examined cases. Figure 6�a� shows the pressure
drop enhancement, ��P*�Enh for Re=500, a*=0.5, and EL*=5.5,
11.5, and 25.5. For the highest examined wavy entrance region
length, EL*=25.5, the wavy entrance region is capable of reduc-
ing the pressure drop by about 50% at Re=125, and 25% at Re
=1000. For EL*=11.5, the wavy entrance region is capable of
reducing the pressure drop by about 20% at Re=125 and 11% at
Re=1000. The effect of the waviness of the wavy channel is also
examined as a design parameter. Figure 6�b� shows the pressure
drop across the wavy channel with EL*=0 and 11.5, Re=500, and
a*=0.125, 0.25, and 0.5. A decrease in the waviness would result
in a decrease in the recirculation size and strength because of the
smoothness of the wall curvature. As shown, the wavy entrance
region is more effective in reducing the pressure drop at high
waviness values. With a*=0.125, the wavy entrance region is
completely ineffective in reducing the pressure drop. As a* is
increased from a*=0.125 to 0.25 and 0.5, the effectiveness of the
wavy entrance region becomes more evident.

3.2 Thermal Results. Dimensionless temperature contours
for a*=0.5, Re=500, and EL*=0 and 11.5 are shown in Figs. 7�a�
and 7�b�, respectively. For EL*=0, Fig. 7�b�, almost the entire
wavy wall is exposed to the relatively low velocity of the recir-
culation flow in the diverged regions and away from the high
velocity of the axial core flow. Additionally, the heat flow out of
the wall is captured by the recirculating flow, which increases the
fluid temperature. The high temperature of the recirculating flow
increases the thermal resistance between the flow and the wall that
reduces the heat flow out of the wall. When the wavy entrance

=0.5, Re=500, and „a… EL*=0 and „b… EL*=11.5
r a*
region is introduced to the wavy channel, Fig. 7�b�, the tempera-
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ure of the fluid in the channel is significantly decreased. With this
esign, the wavy wall is exposed more to the high velocity of the
xial core flow, increasing the heat flow out of the wall. Figure
�b� shows that higher value isotherms penetrate farther down-
tream, indicating that the colder fluid is getting closer to the
avy wall.
Figure 8�a� shows the effect of Re on the distribution of the

ocal Nusselt number along the wavy wall for a*=0.5 and EL*

11.5. The general behavior of the �Nu�s is similar to the skin-
ction. The �Nu�s is extremely high at X=1 because the tempera-

ure difference between the wall and bulk flow is at the maximum.
or X�1, the �Nu�s increases for all Re values and has the highest
agnitude on the sixth wave, at X=12.5. Then, it decreases and

ig. 5 „a… Distribution of the local skin-friction coefficient for
*=0.5 and Re=500 and „b… distribution of the local skin-friction
oefficient for a*=0.5 and EL*=11.5
ecomes constant at the periodic section. As the Reynolds number

ournal of Heat Transfer
increases the amplitudes of �Nu�s are also increased at all loca-
tions. Figure 8�b� shows the effect of introducing the wavy en-
trance region on the average Nusselt number for a*=0.25 and
EL*=5.5, 11.5, and 25.5. As expected, increasing the Reynolds
number increases the �Nu�ave for all examined cases. The concept
of the wavy entrance region has not only a positive effect on the
pressure drop, but also on the average Nusselt number. The
�Nu�ave is increased as the magnitude of EL* is increased from
zero. For EL*�0, most of the wavy wall at the entrance are
directly imposed on the axial core flow and away from the recir-
culating flow, reducing thermal resistance in the channel and pro-
moting heat transfer. However, the noticed heat transfer enhance-

Fig. 6 „a… The effect of the Reynolds number on the pressure
drop enhancement across the wavy channel and „b… the effect
of the Reynolds number on the pressure drop across the wavy
channel
ment is not significant.
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Conclusion
Results of the fluid flow and heat transfer in a wavy channel

ith a linearly increasing waviness at the entrance region is pre-
ented. The aim of the wavy entrance region is to reduce the
ressure drop in the wavy channel. The considered geometry con-
ists of a channel formed by two wavy plates described by a
inusoidal profile and maintained at a uniform temperature and
olved numerically. The result indicates that the linearly increas-
ng waviness at the entrance significantly reduces the pressure
rop in the channel, and increasing its length reduces the pressure
rop more. The effectiveness of the linearly increasing waviness is
ore significant at high waviness values and at a low Reynolds

umber flow. On the other hand, the linearly increasing waviness
lightly increases the average Nusselt number. With the wavy en-
rance region, the wavy wall is exposed to the high velocity of the
xial core flow more increasing the heat flow out of the wall.
owever, the heat transfer enhancement is not significant.

omenclature
A � constant in Eq. �1a�
a � waviness of the wavy wall, m
B � constant in Eq. �1a�
b � wavelength of the channel, m

Cp � specific heat, kJ/kg °C
Cf � skin-friction coefficient
d � surface length of the wavy wall, m

EL � length of the increasing waviness region, m
H � half separation distance between wavy walls,

m
k � thermal conductivity, W/m °C
L � total length of the channel, m

Le � downstream length, m
Li � upstream length, m

Lw � horizontal length of wavy wall, m
N � maximum node number
n̂ � dimensionless coordinate normal to the surface
P � pressure, N /m2

Pr � Prandtl number
Re � Reynolds number

Ŝ � dimensionless coordinate along to the surface
T � temperature, °C
ui � average inlet velocity, m/s

U, u � dimensional and dimensionless x-velocity com-
ponent, m/s

V, v � dimensionless and dimensional y-velocity com-
ponent, m/s

reek

Fig. 7 Effect of the entrance on isotherms for

 � general field variable

11703-6 / Vol. 131, JANUARY 2009
Fig. 8 „a… Distribution of the local Nusselt number for a*=0.5
and EL*=11.5 and „b… the effect of the Reynolds number on the

average Nusselt number
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� � dimensionless temperature
� � viscosity, N /m2 s
� � density, kg /m3

ubscripts
ave � average

i � inlet
j � node number
s � local

w � wall

uperscripts
m � iteration number
* � dimensionless quantity
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The Heat/Mass Transfer Analogy
for a Simulated Turbine Endwall
With Fillets
Mass transfer measurements are employed as alternative methods for heat transfer mea-
surement because of the difficulty of heat transfer measurements in thin boundary layers,
complicated secondary flows, and large thermal gradients. Even though mass transfer
experiments are fast and show detailed local measurement data, the conversion of mass
transfer results to heat transfer data requires the heat/mass transfer analogy factors in
detail. Therefore, the usefulness of mass transfer data depends on finding a simple anal-
ogy factor. The heat/mass transfer analogy on a simulated turbine endwall with fillets is
evaluated in the present paper. Since the heat/mass transfer analogy factor may not be
always the same, the heat/mass transfer analogy should be verified for other different
geometries and experimental conditions. To utilize the heat/mass transfer analogy fully, it
is necessary to check that the presence of different aerodynamic conditions caused by the
fillets affects the heat/mass transfer analogy on a simulated turbine endwall with fillets.
To compare heat transfer data and mass transfer data, heat transfer measurements on the
endwall with fillets are conducted with a thermal boundary layer measurement technique
and mass transfer measurements employing naphthalene sublimation technique on the
endwall with the fillets are extracted from literature with equivalent experimental condi-
tions and a similar geometry. As expected by heat transfer and mass transfer equations,
the heat/mass transfer analogy factor is applied and shows a good agreement between
heat transfer and mass transfer results on the endwall with the fillets from the leading
edge to the trailing edge. �DOI: 10.1115/1.2969756�

Keywords: heat/mass transfer analogy, thermal boundary layer, constant wall
temperature, turbine endwall, turbine blade, fillet, gas turbine
ntroduction

Compared with mass transfer experiments with equivalent ex-
erimental conditions, heat transfer experiments with a constant
emperature condition are often difficult, expensive, and sensitive
o conduction and radiation errors so that mass transfer experi-

ents have been used to get heat transfer results instead. Mass
ransfer experiments can get local results, are fast, and free of
onduction and radiation errors, which always occur in heat trans-
er experiments. However, it requires heat/mass transfer analogy
actors in detail for equivalent experimental conditions and a ge-
metry to convert mass transfer results to heat transfer data with
onfidence. There are a couple of methods to evaluate heat/mass
ransfer analogy factors, but the best way to evaluate them is to
onduct heat transfer and mass transfer experiments in a given
eometry with equivalent experimental conditions. However, the
ifficulty of maintaining equivalent experimental conditions in
eat transfer makes researchers to find other alternatives.

Lewis �1� investigated heat transfer and mass transfer, respec-
ively, and showed that the heat transfer results can be accurately
elated to the mass transfer results using universal velocity pro-
les in a turbulent boundary layer. Endwall heat transfer coeffi-
ient distributions were measured by Blair �2� in a large scale
urbine cascade. Local heat transfer coefficients were measured
sing about 150 heaters covering the test section from the leading

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 29, 2007; final manuscript received
ay 8, 2008; published online October 14, 2008. Review conducted by Bengt
unden.

ournal of Heat Transfer Copyright © 20
edge to the trailing edge. The heat transfer results are evaluated to
measure the power input of each heater to maintain a constant
temperature on the endwall. He showed that endwall heat transfer
is strongly influenced by the existence of the large vortex located
in the corner between the endwall and the suction surfaces. Local
heat transfer measurement on the endwall and blade surfaces was
conducted by Granziani et al. �3�. They measured the power input
to each heater and calculated the heat transfer coefficients. They
found that the secondary flow strongly affects the heat transfer on
the endwall and the pressure surface of the blade, but does not
influence the heat transfer on the pressure surface. They also
found that the inlet boundary layer thickness on the endwall has a
significant effect on the endwall and suction surface heat transfer.
Chen and Goldstein �4� suggested using the Colburn relation
Nu /Sh= �Pr /Sc�n, n=1 /3 to get an analogy factor. The naphtha-
lene sublimation technique and the heat/mass transfer analogy
with a constant heat flux boundary condition were extensively
reviewed by Goldstein and Cho �5�. They recommended n=1 /3
for a laminar flow and n=0.14 for wake regions in a Colburn type
relation. Eckert et al. �6� indicated three methods of applying the
extended heat/mass transfer analogy: The first is deduced from the
Navier–Stokes equation for a constant property fluid, the second is
obtained from empirical expressions of heat transfer and mass
transfer equations for a specified flow, and the third involves the
assumption that local Nusselt numbers are proportional to the lo-
cal Sherwood numbers with the averaged analogy factor Nu / �Sh�.
They compared experimental heat transfer and mass transfer re-
sults with the heat/mass transfer analogy for laminar, turbulent,
and three-dimensional flow. However, comparison across different
studies is difficult due to the different geometric and experimental
conditions. Local and average mass transfer rates from a rectan-
gular cylinder were measured by Yoo et al. �7�. Comparison be-

tween the mass transfer results and the heat transfer results with a

JANUARY 2009, Vol. 131 / 012001-109 by ASME
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onstant heat flux condition was reported by them. It was con-
luded that the discrepancy between the heat and mass transfer
esults comes from the difference in the boundary condition, the
ffect of n in the Colburn relation, and the conduction error in the
eat transfer and mechanical erosion in mass transfer. Han and
oldstein �8� investigated a heat/mass transfer analogy on a simu-

ated turbine endwall with a constant temperature condition and a
onstant concentration condition. On the endwall, the heat/mass
ransfer analogy in a fully developed boundary layer is valid with
olburn relation Nu /Sh= �Pr /Sc�n, n=0.5. Han and Goldstein �9�
onducted heat/mass transfer experiment on a simulated turbine
lade to investigate the heat/mass transfer analogy. They found
hat the heat/mass transfer analogy changes along the pressure
urface and suction surface unlike the heat/mass transfer analogy
n the endwall. It is concluded that flows near a blade surface,
eveloping from laminar to turbulence, affect the heat/mass trans-
er analogy factors.

Since the heat/mass transfer analogy factor may not be always
he same, the analogy should be verified for other geometries and
xperimental conditions. To reduce aerodynamic loss in gas tri-
unes, fillets have recently been added to blade leading edges.
eat�mass� transfer measurements are conducted to find the heat

ransfer performance with fillets �Han and Goldstein �10��. To
tilize the heat/mass transfer analogy fully, it is necessary to check
ow the aerodynamic conditions caused by the fillets affect the
eat/mass transfer analogy on a simulated turbine endwall with
llets. The present paper investigates to extend the validity of the
eat/mass transfer analogy and determines the analogy factors on
simulated turbine endwall with fillets through heat transfer and
ass transfer experiments.

eat/Mass Transfer Analogy
The heat/mass transfer analogy is derived from the conservation

quations of momentum, energy, and concentration of a constant
roperty fluid by Nusselt �11� and Schmidt �12�. Mass transfer
esults with equivalent experimental conditions can be converted
o heat transfer data by the heat/mass transfer analogy and vice
ersa. The heat/mass transfer conversion is possible due to the
imilarity of the equations governing heat transfer and mass trans-
er.

units : mm

Fig. 1 Test section for the hea
The nondimensional heat transfer equation
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D�

D�
=

1

RePr

�

�x̂i
��1 +

�

�

Pr

Prt
� ��

�x̂i
� �1�

and the nondimensional mass transfer equation

Dm

D�
=

1

ReSc

�

�x̂i
��1 +

�

�

Sc

Sct
� �m

�x̂i
� �2�

are very similar in the format. Hence, if the boundary conditions
for heat transfer and mass transfer are equivalent for a given ge-
ometry, if Pr is equal to Sct, and Prt is equal to Sc, then � in Eq.
�1� and m in Eq. �2� have the same solution. It should, however, be
pointed that the Prandtl number in a heat transfer experiment is
typically different from the Schmidt number in a mass transfer
experiment. Therefore, simple relations for the case of unequal
Prandtl and Schmidt numbers are prerequisite to use the heat/mass
transfer analogy easily.

The Nusselt �Nu� and Sherwood �Sh� numbers are a function of
the Prandtl and Schmidt numbers, respectively, in addition to the
Reynolds number and the geometry. Their local values can be
described as

Nu = f�Re,Pr, x̂i�, Sh = f�Re,Sc, x̂i� �3�

For an example, the relation of Eq. �4� is used for obtaining the
Nusselt and Sherwood numbers in the laminar flow on a flat plate.

Nu = C1RemPrn, Sh = C1RemScn �4�

However, the Prandtl number of air in the region studied is �0.7
while the Schmidt number of naphthalene �in air� is �2.28. This
means that a conversion factor is required to obtain Nu from Sh
and vice versa.

Nu = F · Sh �5�

Thus, for the same Reynolds number, the analogy factor for a flat
plate can be expressed as

F =
Nu

Sh
= � Pr

Sc
�n

�6�

which is called as Colburn relation. The heat/mass transfer anal-
ogy is fully described in Eckert et al. �6� and Han and Goldstein

nd mass transfer experiments
�8�.
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xperimental Apparatus

Description of the Test Section. The linear turbine cascade,
hown in Fig. 1, consists of five 457 mm long simulated high-

ig. 2 Blade configuration on the heat and mass transfer
ndwalls
erformance turbine rotor blades made of aluminum. The test sec-

ournal of Heat Transfer
tion is connected to the exit of the contraction region of a
blowing-type wind tunnel. The bottom endwall has a large open-
ing where the test endwall can be placed. The top endwall has one
rectangular window for the insertion of the thermal boundary
layer probe and visual observation. The profile of a modern high-
performance turbine blade, modified for experimental conditions,
is used for the blades in the cascade. The straight section of the
tunnel, with a cross section of 457�457 mm2 and a length of
610 mm, has slots for inserting grid turbulence generators. A
1 mm diameter trip wire is placed near the exit of the contraction
section on the bottom endwall �820 mm upstream of the stagna-
tion point of the central blade� to induce a near-fully-developed
turbulent boundary layer on the endwall at the inlet to the cascade.
The cascade exit flow velocity is calculated using the incoming
flow velocity and the area aspect ratio �2.72�.

Fillet. The design of the fillet is based on the suggestions of
Zess and Thole �13�. The elliptical, asymmetric, and sharp slope
fillet in Fig. 3 is manufactured in aluminum by a computer nu-

22.7mm

55.9mm

12mm

13.4mm

(c)

(b)

(a)

Fig. 3 The geometry of the blade with the fillet
merical control �CNC� machine. The fillet is 7.5�1 high and 6�1

JANUARY 2009, Vol. 131 / 012001-3



l
h
b
T
s
p
o
H

e
h
h
i
p
p
a
b
m

F
c

0

ong from the stagnation point of a blade. As can be seen, the fillet
as a design like a shoe for easy assembly to the blade. It is fixed
y mounting-pins and bolts between the blade and the endwall.
he fillets sit on the endwall and the blades fit into them like
hoes. The fillets are located on blades 2, 3, and 4 to provide
eriodic flow condition in the blade passage. The fillet was previ-
usly used in mass transfer experiments and described in detail by
an and Goldstein �10�.

Constant Temperature Endwall. The constant temperature
ndwall has 128 strip heaters and 138 E-type thermocouples. Each
eater has one E-type thermocouple except the 192�12.8 mm2

eaters, which have three. The locations of the heaters are shown
n Fig. 4, with the locations of the thermocouples marked by the
lus symbols. The constant temperature endwall only covers one
assage between the third and the fourth blade. It consists of an
luminum plate, Kapton strip heaters, an E-type thermocouple, a
alsa wood insulation, and a phenolic insulated plate. More infor-
ation is described in Han and Goldstein �14�.

3

4

ig. 4 Constant temperature endwall with heaters and thermo-
ouple locationsThermal boundary layer probe schematic

4

Fig. 7 Endwall measurement pos

with fillets

12001-4 / Vol. 131, JANUARY 2009
Thermal Boundary Layer Probe. To measure linear conduc-
tion regions of the thermal boundary layers from a wall, a thin
thermocouple probe is designed to minimize the effect of flow
disturbances and conduction error. According to the suggestion
from Blackwell and Moffat �15�, a 76 �m diameter E-type ther-
mocouple, which is not relatively sensitive to conduction error, is
selected to measure temperatures from a wall. To minimize flow
disturbance and conduction error, the junction of the thermo-
couple is butt-welded by an electrical discharge welding tech-
nique. The probes are shown in Fig. 5. The thermocouple sup-
ported by two hypodermic needles has an exposed part, which is
14 mm wide and 1 mm high, and has a slight curvature, so that
the junction touches the wall first. The endwall probe has a
straight shape to make movement easy and guarantee the mea-
surement position. Detailed information is described in Han and
Goldstein �14�.

Hypodermic needle
diameter 0.91mm

Fiber glass

Tube
diameter 4.76mm
inside diameter 3.0mm

40mm

14mm
Thermocouple
junction - diameter 76um

Teflon bar

Fig. 5 Thermal boundary layer probe schematic

x

y

z

n θ

Fig. 6 Five-axis measurement unit sketch

3

ns for heat transfer experiments
itio
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=0.2%, Han and Goldstein †10‡
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Five-axis Measurement Unit and Computer-Controlled
ower Supply. In the present study, the heat transfer measure-
ents occur near a constant temperature wall between two blades.
o guarantee the measurement locations and find the wall with
igh precision a multiaxis measurement system is built in the Heat
ransfer Laboratory of the University of Minnesota, as shown in
ig. 6. It consists of four unislides �x, y, z, and n� and one rotating

able ���, a supporter, and a modified five-axis motion controller.
To maintain a constant temperature condition on the wall, the

ndwall needs one power supply for each heater. Therefore, a

able 1 Mass transfer experimental conditions on the endwall
ith fillets Han and Goldstein †10‡

o. Run No. Trip wire �mm� Reex Uex �m/s� Tu �%�

F-MT-Run1 1.0 4.31�105 38.4 0.2
F-MT-Run2 1.0 5.65�105 49.9 0.2
F-MT-Run3 1.0 3.57�105 31.8 8.5
F-MT-Run4 1.0 4.97�105 44.0 8.5
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computer-controlled power supply with 128 power output chan-
nels and proportional and integral �PI� algorithm is designed in the
Heat Transfer Laboratory of the University of Minnesota. The
measurement and the power control systems are described in Han
and Goldstein �14�.

Experimental Procedure. To investigate the heat/mass transfer
analogy on the simulated turbine endwall with the fillets, heat
transfer and mass transfer experiments are conducted with equiva-
lent experimental conditions in the similar test setup, respectively.

Table 2 Heat transfer experimental conditions on the endwall
with fillets

No. Run No. Trip wire �mm� Reex Uex �m/s� Tu �%�

1 F-HT-Run1 1.0 2.58�105 22.13 0.2
2 F-HT-Run2 1.0 1.89�105 16.36 0.2
3 F-HT-Run3 1.0 2.27�105 20.02 8.5
4 F-HT-Run4 1.0 1.59�105 14.06 8.5
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Mass Transfer Experiment. The naphthalene sublimation
echnique is used to obtain local mass transfer results on the mass
ransfer endwall with the fillets. The detailed description of this
echnique is provided by Goldstein and Cho �5�.

The test endwall is casted by naphthalene liquid in a casting
old. After the naphthalene surface is solidified and removed
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ournal of Heat Transfer
from the cast, the test section is scanned first before a wind tunnel
experiment. After the wind tunnel experiment, the test section is
scanned again and mass transfer results are obtained from a satu-
ration vapor density and experimental period.

The saturation vapor density, �v,w, is calculated from the perfect
gas law equation
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�v,w =
pv,w

RTn,w
=

Mnaphpv,w

RTn,w
�7�

here Tn,w is the surface temperature and pv,w is the saturation
apor pressure. Subsequently, the mass transfer coefficient is de-
ermined from

hm =
ṁ

�v,w − �w,	
=

�s�t/��

�v,w
�8�

here �v,w is the vapor concentration at a wall and �v,	=0 for the
ainstream. The mass diffusion coefficient �Dnaph�, 0.0681 �at

98.16 K�, of naphthalene in air is evaluated by averaging two
ifferent values from the literatures. From the mass transfer coef-
cient and diffusion coefficient, the Sherwood number can be ex-
ressed as

Sh =
hmCl

Dnaph
�9�

The uncertainty level of the Sherwood number in the naphtha-
ene sublimation technique using the methodology described in
oleman and Steele �16� is estimated to be approximately 7% at
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Fig. 18 Heat and mass transfer
=0.2%
he 95% confidence level �
2��. The uncertainty of the mass

ournal of Heat Transfer
transfer coefficient, excluding the uncertainty in the diffusion co-
efficient, is 5.2%, which includes the effects of naphthalene vapor
density and saturated vapor pressure.

Heat Transfer Experiment. The thermal boundary layer mea-
surement technique is used to measure local heat transfer results
on the constant temperature endwall. More information is de-
scribed in Han and Goldstein �14�.

To measure local heat transfer results, the probe is aligned to a
reference location by the five-axis measurement system. After the
endwall maintains the constant temperature condition, the probe
traverses to the measurement location and moves against the wall.
After it finds the wall, the temperature measurement starts as it
moves away from the wall. When it moves out of a thermal
boundary layer and finishes the measurement, it moves to the next
location �see Fig. 7� and starts the measurement again.

The heat flux can then be evaluated from the thermal gradient
as

qw = − k
�T

�n
�10�

where n is normal to the surface. Subsequently, the heat transfer
coefficient is obtained from the heat flux, wall temperature, and
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esults and Discussion
In a simulated turbine cascade, four mass transfer experiments

nd four heat transfer experiments on a simulated turbine endwall
ith fillets are conducted with equivalent experimental and simi-

ar geometrical conditions. Two mass transfer experiments and
wo heat transfer experiments are conducted with low turbulence
ntensity �0.2%�. Two mass transfer experiments and two heat
ransfer experiments are conducted with high turbulence intensity
8.5%�. The mass transfer data are already published to show the
nfluence of the fillet to reduce secondary flows in Han and Gold-
tein �10�. The heat transfer data are obtained with enforcing
quivalent experimental conditions in the same wind tunnel for
he present study.

Mass Transfer Results on the Endwall With Fillets. Unlike
eat transfer experiments, the mass transfer data are obtained from
iterature �Han and Goldstein �10��. While Han and Goldstein �10�
sed the mass transfer data to show the performance of turbine
lades between with and without the fillets, their data are here
sed to investigate the analogy with the heat transfer measure-
ents in the present study due to similar geometrical and equiva-

ent experimental conditions. Contour plots of the mass transfer
xperiments on the endwall with the fillets are plotted from Figs.
–11. The detailed experimental conditions are listed in Table 1.
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Fig. 19 Heat and mass transfer
=0.2%
he reduced strength of the passage vortex is observed in low
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turbulence intensity with the fillets. Detailed experimental meth-
ods and evaluation of the data are presented in Han and Goldstein
�10�.

Heat Transfer Results on the Endwall With Fillets. The heat
transfer experiments are conducted with thermal boundary layer
measurement technique. For easy comparison between mass trans-
fer and heat transfer experiments, four experimental conditions
are chosen and listed in Table 2. Since the thermal boundary layer
measurement technique is sensitive to vibration from high speed
flows, low Reynolds numbers are chosen for the heat transfer
experiments.

In Fig. 12, one thermal boundary profile from the actual mea-
surement is presented to help understand the thermal boundary
measurement technique. Near the wall, the temperature profile has
a linear conduction region. Knowing a wall position accurately
and using linear square fitting near the wall, the thermal gradient
and the wall temperature are calculated. With the extrapolated
wall temperature and the thermal gradient, and mainstream tem-
perature, Nusselt number is evaluated with high confidence. In the
temperature measurement, the thermal probe moves against the
constant temperature wall to guarantee contact between the wall
and the probe. The measured data at z�0 are obtained when the
probe touches the wall and bends against it. The wall position is
always monitored and accurately found by the motion controller
so that the extrapolated wall temperature �45.3°C� does not show
a large difference from the set temperature �45.0°C�. The uncer-
tainty of the Nusselt number ranges from 2% to 20% as the flow
condition changes. However, an overall 10% uncertainty is ob-
tained on the endwall measurement.

The heat transfer measurements only cover one passage be-
tween blades 3 and 4 unlike the mass transfer experiments. 130
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locations are selected to measure the heat transfer coefficients
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rom before a leading edge to after a trailing edge on the endwall
see Fig. 7�. At each location, thermal boundary layer profiles like
ig. 12 are measured and evaluated to obtain Nusselt numbers.
ike mass transfer measurements, contour plots for each measure-
ent are presented in Figs. 13–16. Comparing the heat transfer

ontour plots with the mass transfer contour plots, the local heat
ransfer measurements do not show a complicated secondary flow
evelopment in detail. Han and Goldstein �14� conducted the heat
ransfer measurement on the endwall without the fillets with simi-
ar flow conditions �2.56�105, Tu=0.2%�. In the comparison be-
ween heat transfer measurement from Han and Goldstein �14�
nd Fig. 14, it is observed that the regions of high Nusselt number
ear the trailing edge are delayed as in the comparison of mass
ransfer experiments between with and without the fillets from
an and Goldstein �10�.

Heat/Mass Transfer Analogy on the Endwall With Fillets.
ince the analogy factor may not be the same, its evaluation for
ifferent geometries and experimental conditions is necessary to
tilize the analogy fully.

It is difficult to evaluate the heat/mass transfer measurements in
ontour plots so that cross-section plots along the streamwise di-
ection are presented in Figs. 17–22 with the analogy.
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Fig. 20 Heat and mass transfer
=8.5%
Complicated expressions for the analogy factor are not conve-

ournal of Heat Transfer
nient for data comparison. Consequently, the Nusselt and Sher-
wood numbers are expressed using the Prandtl and Schmidt num-
bers and an exponent n, as in Eq. �6�. Thus, for the comparison,
we assume that the Nusselt number is expressed as

Nu = f�x�Rex
mPrn �13�

and the Sherwood number is determined from

Sh = f�x�Rex
mScn �14�

where f�x� is a function for a certain geometry. The analogy factor
is evaluated using Eqs. �13� and �14�.

To compare the heat transfer and mass transfer experiments,
measurement locations of mass transfer experiments should be
aligned on heat transfer measurement locations due to the small
number of the heat transfer measurement locations. Therefore,
Sherwood numbers from the mass transfer experiments are inter-
polated to calculate Sherwood numbers at the heat transfer mea-
surement location �see Fig. 7�.

The heat/mass transfer results are plotted for low turbulence
intensity �see Figs. 17–19� and high turbulence intensity �see Figs.
20–22�. In the plots, the blade cross sections are represented by
the rectangular bars and the numbers inside the bars mark the
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blade numbers. The letter “P” means the pressure side and the
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etter “S” means the suction side. Normalized Nusselt numbers are
hown between the third and the fourth blade and normalized
herwood numbers are shown between the third and the fifth
lade.

Because of comparing experiments with the different Reynolds
umbers, the Nusselt and Sherwood numbers are normalized us-
ng Reex

m with m=1 /2. The normalized Nusselt and Sherwood
umbers are adjusted using �Pr /Sc�n, where Pr=0.707 and Sc
2.28. By varying n from 1 /3 to 1.0, n=0.5 �F=0.557� provides
good agreement between the results of the heat and mass trans-

er experiments. The boundary layer is fully developed by a 1 mm
iameter trip wire so that the fact that n=0.5 �F=0.557� makes a
ood agreement between normalized Nusselt and Sherwood num-
ers agrees with the theoretical results from Goldstein and Cho
5�.

For the low turbulence intensity case �F-MT-Run1, F-MT-Run2,
-HT-Run1, and F-HT-Run2�, n=0.5 �F=0.557� provides a good
greement between heat transfer and mass transfer data from the
eading edge to the trailing edge. Comparing F-MT-Run1, -Run2
nd F-HT-Run1,-Run2, the repeatability of the mass transfer ex-
eriments is much better than that of the heat transfer experi-
ents. The heat transfer experiments are affected by mainstream
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Fig. 21 Heat and mass transfer
=8.5%
ow more than the mass transfer experiments are. Therefore, mass
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transfer results show better measurement repeatability. Since the
Sherwood number and Nusselt number change significantly along
the y axis from x /CL=0.47 to 0.72, it is observed that the heat and
mass transfer measurements properly present heat transfer phe-
nomena caused by the secondary flow development.

For the high turbulence intensity case �F-MT-Run3, F-MT-
Run4, F-HT-Run3, and F-HT-Run4�, n=0.5 �F=0.557� provides a
good agreement from the leading edge to x /CL=0.64. Unlike the
low turbulence intensity, the Nusselt and Sherwood numbers do
not agree well with n=0.5 �F=0.557� at x /CL=0.72 except near
y /CL=0.75. The discrepancy was observed in Han and Goldstein
�8�. This may be due to the vibration and misalignment of the
probe in the high turbulence flow. The mass transfer results in the
low turbulence intensity flow �see Fig. 19� show no difference
from the heat transfer measurement after the trailing edge �x /Cl

=0.72�, but the mass transfer results in the high turbulence inten-
sity flow �see Fig. 22� differ after the trailing edge �x /Cl=0.72�.
However, the heat transfer results in the low turbulence �see Fig.
19� and high turbulence intensity flows �see Fig. 22� show no
difference after the trailing edge �x /Cl=0.72�. Therefore, the heat
transfer results in the high turbulence intensity flow may be not
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properly evaluated after the trailing edge �x /Cl=0.72�. Consider-
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ng this finding, probably n=0.5 �F=0.557� is still valid at x /CL

0.72 and the discrepancy occurs due to heat transfer measure-
ent limitations, not to the variation of the analogy factor.
Due to the lack of heat transfer measurement locations near the

uction and pressure surface, heat/mass transfer comparison is not
rovided near the blades. The lack of measurement location can
e improved by using a new probe with a small width.

ummary and Conclusions
The heat/mass transfer analogy is investigated on a simulated

urbine endwall with blade fillets. Since the analogy factor is not
ecessarily the same in all flow conditions, the evaluation of the
actor for different geometries and experimental conditions is nec-
ssary to utilize the analogy fully. Complicated experimental con-
itions caused by secondary flows on endwalls with fillets are
hosen for the present study. For mass transfer, a naphthalene
ublimation technique is used. For heat transfer, the thermal
oundary layer probe is employed. The mass transfer results are
btained from Han and Goldstein �10�.

An analogy factor of the Colburn relation Nu /Sh= �Pr /Sc�n is
dapted to compare Nusselt and Sherwood numbers with Pr
0.707 and Sc=2.28. In fully developed flows, n=0.5 �F
0.557� provides a good agreement between normalized Nusselt
nd Sherwood numbers from the leading edge to the trailing edge
ith the blade fillets. In the high turbulence intensity flow, the
iscrepancy between the normalized Nusselt and Sherwood num-
ers is observed after the trailing edge, but it is probably due to
easurement limitations not to the variation of the analogy factor.

t is concluded that n=0.5 �F=0.557� is still valid for the fully
eveloped flow on the simulated turbine endwall with the blade
llets.
It is believed that the heat transfer results on the endwall after

he trailing edge in the high turbulence intensity flow need to be
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Nomenclature
AR  inlet/exit area ratio of the cascade, 2.72

Cl , �CL�  characteristic length, 184 mm in the present
study

cw  local wall concentration
Cx  axial chord length of the blade, 130 mm in the

present study
Dnaph  mass diffusion coefficient

F  local analogy factor, F=Nu /Sh
H  height of the blade, 457 mm
h  convective heat transfer coefficient

hm  convective mass transfer coefficient
m  dimensionless mass fraction

Mnaph  molecular mass for naphthalene,
Mnaph=129.17 kg /kmol

n  the distance in the direction normal to the wall
Nu  Nusselt number, Nu=h ·Cl /k

P  pitch of the blade, 138 mm
p  static pressure

pv,w  naphthalene vapor pressure at the wall
Pr  Prandtl number, Pr=� /�
Prt  turbulent Prandtl number, Prt=� /�H
qw  heat flux from the wall
R  gas constant for naphthalene �C10H8�,

R=0.06487 J /g K
¯
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R  universal gas constant
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G

0

Reex  exit Reynolds number, =�UexCl /�
Sp  curvilinear coordinate on the pressure surface,

see Fig. 2
Ss  curvilinear coordinate on the suction surface,

see Fig. 2
Sct  turbulent Schmidt number, Sct=� /�M
Sc  Schmidt number, Sc=� /Dnaph
Sh  Sherwood number, Sh=hm ·Cl /Dnaph
St  Stanton number, St=Nu /RePr=h /�cpU	

Stm  mass transfer Stanton number, Stm=Sh /ReSc
=hm /U	

Tn,w  surface temperature of naphthalene
Tw  local wall temperature

Tair  freestream temperature
Taw  adiabatic wall temperature
T	  freestream temperature
Tu  turbulence intensity, Tu=�u�2 /U	

u ,v  velocity components
U	  mainstream inflow velocity in wind tunnel
Uex  mainstream exit velocity at the exit of the cas-

cade, AR ·U	

x  coordinate in the blade chord direction
Xi  coordinate along the inflow direction, see Fig.

2
y  coordinate traverse to the blade chord direction
Z  coordinate in the spanwise direction of cas-

cade, Z=0 at the tip

reek Symbols
k  thermal conductivity of air
�  kinematic viscosity

�1  inlet angle of cascade, 35 deg
�2  outlet angle of cascade, −72.5 deg
�  dimensionless temperature difference
�  turbulent momentum diffusivity

�H  turbulent thermal diffusivity
�v,w  naphthalene vapor density on the surface

�s  density of solid naphthalene
�v,	  naphthalene vapor density at infinite or ap-

proaching flow
��  time duration of data run
�t  sublimation depth of naphthalene
�M  turbulent mass diffusivity

12001-14 / Vol. 131, JANUARY 2009
Superscripts
ˆ  nondimensional parameter

Subscripts
atm  atmosphere property

st  static property
w  wall property
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Effect of Temperature Ratio on Jet
Array Impingement Heat Transfer
This paper consider the effects of temperature ratio on the heat transfer from an array of
jets impinging on a flat plate. At a constant Reynolds number of 18,000 and a constant
Mach number of 0.2, different ratios of target plate temperature to jet temperature are
employed. The spacing between holes in the streamwise direction X is 8D, and the
spanwise spacing between holes in a given streamwise row Y is also 8D. The target plate
is located 3D away from the impingement hole exits. Experimental results show that
local, line-averaged, and spatially averaged Nusselt numbers decrease as the Twa /Tj
temperature ratio increases. This is believed to be due to the effects of temperature-
dependent fluid properties, as they affect local and global turbulent transport in the flow
field created by the array of impinging jets. The effect of temperature ratio on crossflow-
to-jet mass velocity ratio and discharge coefficients is also examined.
�DOI: 10.1115/1.2977546�

Keywords: impingement cooling, internal cooling, turbine cooling, heat transfer
augmentation, turbulent heat transfer, variable property effects, temperature ratio effects
Introduction

Impingement cooling is a technique for heat management with
igh effectiveness. It is widely used to remove heat loads resulting
rom exposure to hot gases or hot liquids on components em-
loyed in a variety of applications. Impinging jets are often deliv-
red by orifices, which have been cast or machined into internal
tructural members to provide maximum heat removal with mini-
al coolant mass flow rates. For example, when employed for

ooling leading edge regions of turbine blades and vanes, the
mpingement air enters the leading edge cavity from an adjacent
avity through a series of crossover holes on the partition wall
etween the two cavities. The crossover jets then impinge on the
oncave leading edge wall and then exit either through film cool-
ng holes or through exit passages, which lead to another part of
he airfoil. With this arrangement, spanwise lines of impingement
ets are employed, which direct cooling air on high external heat
oad regions, such as the stagnation region �1�. Impingement cool-
ng is also often used to cool parts of the combustor in gas turbine

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 4, 2008; final manuscript re-
eived May 20, 2008; published online October 21, 2008. Review conducted by Raj
. Manglik. Paper presented at the ASME Turbo Expo 2007: Land, Sea and Air
GT2007�, Montreal, QB, Canada, May 14–17, 2007.

ournal of Heat Transfer Copyright © 20
engines, including combustion chamber liners, transition pieces,
and splash plates. In each case, impinging jets are used individu-
ally or in arrays �2�.

A significant number of papers on impingement cooling are
available. Most existing investigations address low Mach number
flows with relatively low speeds and low temperature ratios
Twa /Tj. They consider the effects of changing impingement plate
geometric and configuration parameters and physical parameters.
Spatially averaged surface heat transfer coefficients beneath an
array of impinging jets in low-speed flow for Reynolds numbers
from 3�102 to 3�104, X /d and Y /d from 3.1 to 12.5, and Z /d
from 1.0 to 4.8 were presented by Kercher and Tabakoff �3� who
employed plate temperatures of 66°C and 107°C with an air tem-
perature of 24°C. Spent air flow from the impingement array is
constrained to exit the flow passage in one direction. These inves-
tigators reported that the spatially averaged heat transfer coeffi-
cients are dominated by the Reynolds number and streamwise/
spanwise hole spacing. They also reported a decrease in heat
transfer performance and heat transfer coefficients associated with
the increasing crossflow velocity caused by decreasing Z /d.
Metzger et al. �4� and Chupp et al. �5� considered heat transfer
within airfoil leading edge regions. They addressed heat transfer
with a semicircular concave region with a line of circular jets
impinging on the apex, focusing on the effects of target spacing,
hole spacing, and jet Reynolds number. Metzger and Korstad �6�
examined the influences of crossflow on a single line of jets,

emerging from circular holes and placed on one wall of a channel,

JANUARY 2009, Vol. 131 / 012201-109 by ASME
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howing that target spacing, jet Reynolds number, and the relative
trengths of the jet flow and crossflows influence heat transfer on
he target wall. The jet temperature is the same as the ambient
rossflow temperature, and the wall temperature of the test block
s about 66°C. Like the investigation of Kercher and Tabakoff �3�,
hance �7� also investigated low-speed impingement cooling with

pent air constrained to flow out only one side of the flow passage.
o study the effect of jet temperature, ratios of impingement to
urface absolute temperature of 0.77, 1.27, and 1.54 are em-
loyed. Jet temperatures between 32°C and 121°C and wall tem-
eratures between 38°C and 121°C are used. This experiment is
imited to a comparison between using impingement jets to heat a
urface and using impingement for cooling. Heat transfer values
or the impinging hot jets are shown to be about 10% greater than
alues measured for surface cooling experiments. Static pressure
ariations with the impingement passage are also described to
ncrease with higher crossflow velocities as Z /d decreases. Opti-

al values of Z /d are described, which depend on the ratio of the
otal jet area to the heat transfer area, for best heat transfer en-
ancement. Also addressed in this investigation are data at Rey-
olds numbers from 6�103 to 5�104, square, equilateral tri-
ngle, and rectangular jet arrays, and Z /d values of 2, 3, 4, 6, and
. Heat transfer characteristics measured on a target surface be-
eath a two-dimensional array of impinging jets at low-speed flow
ere also presented in another paper by Metzger et al. �8�. They

nvestigated Z /d values of 1, 2, and 3, X /d and Y /d ranging from
to 32, and Reynolds numbers from 5�103 to 2�104. The seg-
ent surface temperature difference between the maximum power

nd the zero power about 15–35 K. These investigators indicated
hat inline jet impingement hole patterns provide better heat trans-
er than staggered arrangements. A continuation of this investiga-
ion is described by Florschuetz et al. �9�, wherein Reynolds num-
ers from 2.5�103 to 7�104, inline and staggered hole patterns,
/d from 1 to 3, X /d from 5 to 15, and Y /d from 4 to 8 are
onsidered. In this investigation, the temperature difference be-
ween the impingement surface temperature and the plenum air
emperature is normally 15–30 K. As for the previous investiga-
ion, impinging air is again constrained to exit in a single direction
rom the channel formed between the impingement and target
lates. Included are data on channel crossflow mass velocity and
et mass velocity �where ratios range from 0 to 0.8�, as well as a
orrelation that gives Nusselt number dependence on these param-
ters as well as on jet impingement plate geometry, Prandtl num-
er, and Reynolds number. Recent studies by Lee et al. �10�, Ga-
imella and Nenaydykh �11�, and Shuja et al. �12� addressed the
ffects of nozzle geometry on heat transfer and fluid flow, while
iba et al. �13� and Chung and Luo �14� showed the effects of

urbulent impingement jets. Abdon and Sundén �15� also ad-
ressed turbulence in impingement jets using numerical predic-
ions. Tong �16� showed the hydrodynamics and heat transfer of a
ircular liquid jet through another numeric study. Laschefski et al.
17� performed a numerical investigation of heat transfer by rows
f rectangular impinging jets, and Seyedein et al. �18� reported the
tudy of heat transfer from confined multiple turbulent impinging
lot jets. Rhee et al. �19� also studied impingement jets in an array,
etermining local heat transfer, mass transfer, and flow character-
stics with effusion holes ejecting spent air.

Another recent study by Obot and Trabold �20� considered dif-
erent crossflow schemes on impingement heat transfer in low-
peed flows. Impingement jet Reynolds numbers from 1�103 to
.1�104, Z /d values from 2 to 16, X /d values of 5 and 10, and
/d values of 4 and 8 are employed. Also the average temperature
ifference of the exiting air with power and without power is
5–50 K. According to these investigators, for a given crossflow
cheme and constant jet diameter d, higher heat transfer coeffi-
ients are obtained as the number of jets over a fixed target area
ncreases. Bunker and Metzger �21� presented detailed local heat
ransfer distributions due to line jet impingement for leading edge

egions, both with and without film extraction effects. Fox et al.
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�22� examined the effects of unsteady vortical structures on the
adiabatic wall temperature distribution produced by a single im-
pinging jet. Secondary vortex structures within the jet are de-
scribed, which alter adiabatic surface temperatures when the target
plate is near the jet nozzle �i.e., Z /d of 1, 2, or 4�. Also important
are self-sustaining acoustic resonance events, which, when
present, also alter adiabatic surface temperature distributions.
Bailey and Bunker �23� investigated impingement arrays with in-
line jets in a “square array,” with axial and lateral jet spacings of
3, 6, and 9. Reynolds numbers range from 1.4�104 to 6.5�104,
Mach numbers are relatively low, jet-plate-to-target spacings
range from 1.25 to 5.5 impingement hole diameters, and the mini-
mum temperature potential between the wall and plenum tempera-
tures is 18°C. Included are correlations developed from these
data, which extend the range of applicability of the correlations
presented by Florschuetz et al. �9�. Other recent studies consid-
ered the effects of jet impingement on a leading edge/concave
wall with roughness �24� and the effects of jets with mist and
steam on a concave target surface �25�. Thus, it is evident that
aside from a few investigations, most of the impingement data
from the open literature are obtained on flat, smooth surfaces and
low ratios of the wall absolute temperature to the jet absolute
temperature. In another recent investigation, which employs flat
target plates, Brevet et al. �26� considered one row of impinging
jets in a test section with low-speed flow in which the spent air is
again constrained to exit in one direction. Effects of impingement
distance, Reynolds number, and spanwise hole spacing on Nusselt
number distributions lead to recommendations for optimal Z /d
values of 2–5 and optimal spanwise hole spacings of 4–5 hole
diameters. Data obtained at Reynolds numbers from 5�103 to 2
�104, Z /d of 1, 2, 5, and 10, and X /d and Y /d values of 2, 4, 6,
and 10 also show that local and spatially averaged Nusselt num-
bers increase substantially with Reynolds number. For this study,
the employed temperature difference between the wall and jet
temperatures is 25–65°C. In another study by Brevet et al. �27�,
recovery factors and Nusselt numbers measured on a flat target
surface beneath a single compressible impingement jet are de-
scribed. Results are given for Z /d ratios from 2 to 10 at different
Mach numbers from 0.02 to 0.69. The wall temperature is about
60°C, and the jet total temperature is the same as the ambient
temperature. Using different impingement hole plates with differ-
ent hole diameters from 3 mm to 15 mm, data sets with different
Mach numbers and a constant Reynolds number are obtained.
Florschuetz and Su �28� investigated the effect of crossflow tem-
perature on heat transfer within an array of impinging jets. The
mixed-mean crossflow temperature is varied independently of the
jet temperature. This investigation shows that the result is related
to the crossflow-to-jet temperature difference influence factor and
Nusselt number as functions of jet Reynolds number, crossflow-
to-jet mass flux ratio, and geometric parameters.

The present study is unique because it addresses the effect of
increasing wall to jet temperature ratio for an array of cool jets
impinging on a heated surface with various flow rates of spent air
crossflow. Note that no other existing investigation considers the
effects of temperature ratio on jet array impingement heat transfer
in any depth. The relationship between the degradation of spa-
tially averaged Nusselt number and wall to jet temperature ratio is
represented as a correlation. Data are given for six different tem-
perature ratios. As such, the present results represent a new con-
tribution to the archival literature as the effects of temperature
ratio on jet array impingement heat transfer are illustrated.

2 Experimental Apparatus and Procedures

2.1 Impingement Flow Facility and Impingement Plate.
Schematic diagrams of the facility used for heat transfer measure-
ments are presented in Figs. 1 and 2 The facility is constructed of
6.1 mm thick ASTM A38 steel plates and A53 Grade B ARW

steel piping. The air stream circulates in a closed loop to facilitate
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mpingement air cooling. To achieve the Reynolds number of the
resent study, a New York Blower Co. 7.5 HP, size 1808 pressure
lower is employed. The air mass flow rate provided to the test
ection is measured �downstream of whichever blower is em-
loyed� using an ASME standard orifice plate, flow-mounted cali-
rated copper-constantan thermocouples, and Validyne DP15
ressure transducers �with diaphragms rated at 13.8 kPa or
4.5 kPa� connected to DP10D carrier demodulators. The blower
xits into a series of two plenums arranged in series, where the
pstream plenum is 0.63 m in length along each corner, and the
ownstream plenum dimensions are 0.63 m, 0.77 m, and 0.77 m.
Bonneville crossflow heat exchanger is located within each ple-

um. As the air exits the heat exchanger and the second plenum,
he air passes into a 0.22 m outer diameter pipe, which contains
he ASME standard orifice plate employed to measure the air mass
ow rate. This pipe then connects to the 0.635�0.635 m2 side of
plenum. Upon entering this plenum, the air first encounters a

ow baffle used to distribute the flow, a honeycomb, and other
ow straightening devices. These are followed by the impinge-
ent plenum �or upper plenum, located below the honeycomb and
ow straightening devices, as shown in Fig. 2� whose dimensions
re 0.635�0.635 m2, and whose height is 0.40 m.

Individual plates with circular sharp-edged holes used to pro-
uce the impingement jets are located at the bottom of this ple-
um, as shown in Fig. 2. The thickness of each impingement plate
s 1D or 4.5 mm. The plenum is thus designed so that different
mpingement plates can be installed at this location. Figure 3
hows that each impingement plate is arranged with ten rows of
oles in the streamwise direction, arranged so that holes in adja-
ent rows are staggered with respect to each other. With this ar-
angement, either nine or ten holes are located in each streamwise
ow. The spacing between holes in the streamwise direction X is
hen 8D or 36.0 mm, and the spanwise spacing between holes in a
iven streamwise row Y is also 8D or 36.0 mm. The spacing
etween the hole exit planes and the target plate is denoted Z and
s equal to 3D. Note that the coordinate system employed is also

Fig. 1 Impingement flow facility

ig. 2 Impingement flow facility test section, including im-

ingement plenum, and impingement channel

ournal of Heat Transfer
shown in Fig. 3. The impingement cooling flow, which issues
from these holes, is contained within the channel formed by the
impingement jet plate and the target surface and is constrained to
exit in a single direction, which is denoted here as the x-direction.
This channel is called the lower plenum. In the present study, the
hole diameter D, blower, mass flow rate, and pressure level are
employed so that the Mach number is about 0.2 and the Reynolds
number is about 17,500

In order to obtain different Twa /Tj temperature ratio values, the
impingement air is circulated in a closed loop, and cooled to tem-
peratures as low as −80°C using liquid nitrogen in two different
Bonneville heat exchangers located two different plenums. In or-
der to avoid formation of frost from water vapor initially con-
tained in the air which passes and circulates in the facility, it is
first cooled to a temperature of approximately 0°C for a period of
at least one hour. This results in condensation of portions of the
water vapor which is initially contained within the air stream. As
the facility is cooled to even lower temperatures, this water is then
frozen at locations which do not inhibit the passage of the im-
pingement air throughout vital internal components of the facility.
This approach serves to dry the air somewhat before air tempera-
tures below 0°C are utilized.

2.2 Target Plate Test Surfaces for Measurements of Sur-
face Nusselt Numbers. The entire assembled target plate is
1.57 mm thick and is mounted on the bottom surface of the ple-
num using gray cloth tape with a solvent containing methyl-ethyl-
ketone, tetrahydrofuran, and acetone to seal the edges so that no
leaks are present along the flow passage. A mounting frame is also
employed to hold the target plate in place and to keep it smooth
�without bending or wrinkles� and normal to the impingement jets,
as testing is underway. Ten calibrated copper-constantan thermo-
couples are placed at different streamwise and spanwise locations
within the polystyrene target plate so that each senses a different
temperature as data are acquired. Each one of these thermocouples
is mounted approximately 0.016 cm below the surface adjacent to
the air containing the impingement fluid. These provide measure-
ments of local surface temperatures after correction for thermal
contact resistance and temperature drop through the 0.016 cm
thickness of polystyrene. Thermocouple lead wires are placed in
grooves along the polycarbonate and are bonded into place with
epoxy having approximately the same thermal conductivity as
polystyrene. With this mounting arrangement, there is no indica-
tion of the presence of these wires in infrared thermography im-
ages and there is no appreciable error caused by the presence of
the thermocouples. Each one of these thermocouple wires is then
located between the thermofoil heater and the polystyrene portion
of the target plate.

Spatially resolved distributions of surface heat transfer coeffi-
cients and Nusselt numbers are measured on the polystyrene target
plates with heaters and thermocouples attached. The custom-made
HK5184R26 thermofoil heaters employed are manufactured by

Fig. 3 Impingement test plate configuration
Minco Products Inc. and have a temperature rating of 100°C. The

JANUARY 2009, Vol. 131 / 012201-3



e
t
c
p
t
m
p
s
o
w
a
v
o
i
g
w
t
r
v

M
a
s
t
V
r
l
p
t
c
c
p
c
o
p
c
f
t
a
H
U
c
c
u
t
U

p
h
b
s
d
s
s
s
i
i
p

m
b
v
t
s
t
w
b
v

0

tched-foil heating element within this device is encased between
wo layers of DuPont Kapton polyimide films. This heater is lo-
ated adjacent to the air stream with the impinging air jets to
rovide a constant surface heat flux boundary condition adjacent
o the impingement air stream. Its thermal conductivity is approxi-

ately 0.2 W /mK at 20°C. Polystyrene is chosen for the target
late because of its strength and because it does not deform in
hape at temperatures as high as 80°C. It is also suitable because
f its relatively low thermal conductivity �0.09 W /mK at 20°C�,
hich results in minimal streamwise and spanwise conduction

long the test surface. The back side of this polystyrene plate is
iewed by the infrared camera as spatially resolved measurements
f surface temperature are obtained. Each polystyrene target plate
s 1.27 mm thick, and each heater is approximately 0.3 mm thick,
iving a total target plate thickness of 1.57 mm. Because of the
ear and degradation, which results from exposure to different

emperature levels as tests are conducted, these target plates are
eplaced with all new components after each three or four indi-
idual test sequences.

2.3 Local Impingement Air Pressure and Temperature
easurements. As shown in Fig. 2, three wall static pressure taps

re located on the surface of the upper plenum. Eight wall pres-
ure taps are also located on the surface of the lower plenum for
he measurement of local static pressures. As tests are conducted,
alidyne Model DP15-46 pressure transducers �with diaphragms

ated at 13.8 kPa or 34.5 kPa� driven by DP10D Carrier Demodu-
ators are used to sense pressures from these static pressure tap-
ings. Local airflow recovery temperatures are measured using
wo calibrated copper-constantan thermocouples located in the
entral part of the lower plenum and three calibrated copper-
onstantan thermocouples located in the central part of the upper
lenum. In each case, readings from either multiple thermo-
ouples or multiple pressure taps are used to obtain average values
f measured quantities for a given plenum. The variations of tem-
erature and wall static pressure, as measured using thermo-
ouples and pressure taps, are typically less than 1%. Voltages
rom the carrier demodulators and all thermocouples employed in
he study are read sequentially using Hewlett-Packard HP44222T
nd HP44222A relay multiplexer card assemblies, installed in a
ewlett-Packard HP3497A low-speed Data Acquisition/Control
nit. This system provides thermocouple compensation electroni-

ally such that voltages for type T copper-constantan thermo-
ouples are given relative to 0°C. The voltage outputs from this
nit are acquired by the Dell Precision 530 PC workstation
hrough its USB port, using the LABVIEW 7.0 software and a GPIB-
SB-B adaptor made by National Instruments.
Because the overall volume and cross-sectional area of the up-

er plenum are large compared to the area of the impingement
oles, the velocity and Mach number of the air in this plenum are
oth near zero. As a result, the static pressure measured at the wall
tatic pressure taps is the same as the stagnation pressure and is
enoted as Poj, the impingement air stagnation pressure. The mea-
ured air recovery temperature in the upper plenum is then the
ame as the upper plenum static temperature and upper plenum
tagnation temperature. This resulting value is denoted Toj, the
mpingement stagnation temperature. After measurement of the
mpingement air volumetric flow rate at the orifice plate, the im-
ingement air mass flux is determined using �aua= ṁ /A.

An iterative procedure is then used to determine the impinge-
ent static temperature Tj and the impingement flow Mach num-

er Ma. The first step in this procedure is the estimation of the
alue of Tj. The local recovery temperature, which is measured in
he lower plenum, is used for this estimation. The impingement
tatic density and spatially averaged impingement jet velocity are
hen determined using �a= Pa /RTj and ua= ṁ /�aA, respectively,
here ṁ is the total mass flow rate and A is the combined area,
oth for all impingement holes. Because the impingement flow

ents to the laboratory, the local atmospheric pressure is used for
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Pa. Measurements of lower plenum static pressures using wall
pressure taps confirm this approach. Next, the impingement air
sonic velocity and Mach number are given by ca= �kRTj�1/2 and
Ma=ua /ca, respectively. Iterations using these analysis steps are
then continued until the impingement static temperature and im-
pingement Mach number are consistent with the isentropic equa-
tion given by

Tj = Toj/�1 + Ma
2�k − 1�/2� �1�

With impingement static temperature Tj, impingement flow Mach
number Ma, and other parameters known, the impingement Rey-
nolds number is subsequently given by an equation of the form

Rej = �auaD/� �2�
A Kiel-type stagnation pressure probe is used to measure the

total pressure in the pipe at a position, which is located upstream
of the orifice plate employed to measure mass flow rate. A wall
pressure tap located on the surface of the pipe and a calibrated
copper-constantan thermocouple positioned within the air stream
are used to sense static pressure and flow recovery temperature,
respectively, at the same streamwise location. Pressures and tem-
peratures measured using the thermocouple, probe, and tap are
sensed and processed using the same types of instrumentation
mentioned earlier. The velocities deduced from this arrangement
are used to provide a cross-check on the velocities deduced from
mass flow rates, which are measured using the ASME standard
orifice plate.

2.4 Local Nusselt Number Measurement. The power to the
thermofoil heater, mounted on the target plate, is controlled and
regulated using a variac power supply. Energy balances and analy-
sis to determine temperature values on the two surfaces of the
target plate then allow determination of the magnitude of the total
convective power �due to impingement cooling� for a particular
test. To determine the surface heat flux �used to calculate heat
transfer coefficients and local Nusselt numbers�, the total convec-
tive power level, provided by the particular thermofoil heater em-
ployed, is divided by the single surface area of this heater, denoted
as Aht.

One step in this procedure utilizes a one-dimensional conduc-
tion analysis, which is applied between the surface within the
target plate, where the thermocouples are located �between the
heater and the polystyrene target plate�, and the ambient air envi-
ronment behind the target plate. This is used to determine Tb, the
local temperature on the back surface of the polystyrene target
plate, adjacent to the surrounding ambient air environment. Also
required for this analysis is Ttc, the local temperature within the
target plate between the heater and the polystyrene plate, which is
determined from thermocouple measurements. With these tem-
peratures known, the radiation heat flux and the convection heat
flux from the back side of the target plate, qrb and qcb, respec-
tively, are determined together using an equation of the form

qrb + qcb = hloss�Tb − Tambient� �3�

where the coefficient, hloss is taken as a uniform value of
15 W /m2K. The use of a constant heat transfer coefficient for the
back side of the heated plate is consistent with Brevet et al. �26�.
The value of hloss used for the present experimental configuration
is validated experimentally using the baseline data. qrb+qcb gen-
erally amounts to 2–5% of the total heat transfer from the target
plate. The radiation heat flux qrf on the front �or impingement
side� of the target plate is determined using

qrf = ��1/�inf − 1/� f − 1�−1�TW
4 − Tambient

4� �4�

where Tambient is the temperature of the chilled impingement air.
With this approach, the radiation heat flux is determined for an

arrangement with multireflection between two infinite plates
where each has a uniform temperature. � f and �inf are assumed to

be equal to 0.9 for all conditions investigated. This approximate
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pproach works well since qrfAht is generally only 3–6% of Q, the
otal amount of power provided to the thermofoil heater. Note that
W, the local target surface temperature on the surface of the
eater adjacent impingement air, must be known to determine qrf.
n order to find these values, a one-dimensional conduction model
or the heater is utilized, which includes source generation of
hermal energy, to provide a relation between TW, Ttc, and qcf �the
onvection heat flux from the front or impingement side of the
arget plate�. Because of the interdependence of TW, qrf, and qcf,
n iterative procedure is required with the one-dimensional analy-
is to determine these quantities. Also included in the analysis is
hermal contact resistance between the internal thermocouples and
he adjacent heater. This thermal contact resistance is determined
mpirically for a similar baseline configuration. This is accom-
lished using calibrated thermochromic liquid crystals to measure
patially resolved surface temperatures next to the air stream as
hermocouples are used to simultaneously measure local tempera-
ures within the test plate.

The convection heat flux from the front side �or impingement
ide� of the target plate is then given by

qcf = Q/Aht − qrf − qrb − qcb �5�

he local Nusselt number is then given as

Nu = qcfD/��TW − Toj��� �6�

patially resolved distributions of the target test surface tempera-
ure TW are determined using infrared imaging in conjunction with
hermocouples, energy balances, digital image processing, and in
itu calibration procedures. These are then used to determine spa-
ially resolved surface Nusselt numbers. To accomplish this, the
nfrared radiation emitted by the heated polycarbonate target plate
s captured using a FLIR Systems Inc. ThermoVision® A20M
ompact temperature measurement IR camera �S/N 22700776�,
hich operates at infrared wavelengths from 7.5 �m to 13.0 �m.
emperatures, measured using the calibrated copper-constantan

hermocouples distributed within the test surface adjacent to the
ow, are used to perform the in situ calibrations simultaneously as

he radiation contours from surface temperature variations are
ecorded.

This is accomplished as the camera views the test surface from
ehind, as shown in Fig. 2. In general, all ten thermocouple junc-
ion locations are present in the infrared field viewed by the cam-
ra. The exact spatial and pixel locations of these thermocouple
unctions and the coordinates of the field of view are known from
alibration maps obtained prior to measurements. During this pro-
edure, the camera is focused and rigidly mounted and oriented
elative to the test surface in the same way as when radiation
ontours are recorded. Thus, each and every acquired infrared
mage is calibrated in place as it is recorded using the in situ
rocedures. As this is done, voltages from the thermocouples are
cquired using the apparatus mentioned earlier. With these data,
ray scale values at the thermocouple locations within digital im-
ges from the infrared imaging camera are associated with their
orresponding temperatures. A calibration between temperature
nd gray scale value is developed and used to assign a tempera-
ure, TW, to each pixel in the image. This temperature information
llows the determination of local Nu values using Eq. �6�. Be-
ause such calibration data depend strongly on camera adjust-
ent, the same brightness, contrast, and aperture camera settings

re used to obtain the experimental data. The in situ calibration
pproach rigorously and accurately accounts for these variations.

Images from the infrared camera are recorded as an 8 bit gray
cale directly into the memory of a Dell Dimension XPS T800r
C computer using a Scion Image Corporation Frame grabber
ideo card, and the SCION IMAGE V.1.9.2 software. One set of 15–20
rames is recorded at a rate of about 1 frame /s. All of the result-
ng images are then ensemble averaged to obtain the final gray
cale data image. The difference in gray scale values between the

veraged images is less than 0.5%. This final data set is then

ournal of Heat Transfer
imported into MATLAB VERSION 6.1.0.450 �Release 12.1� software to
convert each of 256 possible gray scale values to a local Nusselt
number at each pixel location using calibration data. Each indi-
vidual image covers a 256�256 pixel area. For the experimental
configuration used for the present study, this results in a spatial
resolution of 0.98�0.98 mm /pixel. Note that only a portion of
the area affected by the impact locations of the impingement jets
is viewed using the infrared camera.

2.5 The Determination of Crossflow Mass Velocity to Jet
Mass Velocity Ratio and Discharge Coefficient. The crossflow-
to-jet mass velocity ratio Gc /Gj for all of the data presented, is
equivalent at each corresponding x /D location. It is determined by
two different methods. The first is directly from experimental
data, and the second is from procedures presented by Florschuetz
et al. �9�. From the definition of Reynolds number, Gj is given by

Gj = �Rej · ��/D �7�

Gc is then defined as �uc, the crossflow density multiplied by the
crossflow velocity. If the crossflow mass flow rate is ṁc
=�ucAcross, we then have

Gc = ṁc/Across �8�
Combining Eqs. �7� and �8� then gives

Gc

Gj
=

ṁc/Across

�Rej · ��/D
�9�

The crossflow-to-jet mass velocity ratio Gc /Gj is given by Flors-
chuetz et al. �9� as

Gc

Gj
=

1
�2CD

sinh ��x/xn − 1
2�

cosh ��x/xn�
�10�

where � is the flow distribution parameter, given by

� =
CD

�2��/2�
�yn/d��z/d�

�11�

Here, xn is streamwise jet hole spacing, and x=xn�i−1 /2�, i
=1,2 ,3 , . . . ,Nc. Nc is then the number of spanwise impingement
rows in the streamwise direction. The discharge coefficient is sub-
sequently determined using

CD = �aua/�iui �12�

Magnitudes of CD remain relatively invariant throughout the im-
pingement array because the upstream supply pressure is constant
and the exit static pressure is approximately constant. Conse-
quently, an average static pressure value is used at the exits of the
impingement holes for the determination of Gc /Gj values at dif-
ferent streamwise locations, which is consistent with the approach
employed by Florschuetz et al. �9�.

The first step in determining the ideal impingement mass flux
�iui is the calculation of an ideal impingement Mach number Mi
using

Poj/Pa = �1 + Mi
2�k − 1�/2�k/k−1 �13�

Here, the local atmospheric pressure is used for the exit static
pressure Pa because the impingement flow vents to the laboratory
and because the exit static pressure is nearly constant along the
impingement array, as mentioned. This is confirmed by measure-
ments of the static pressure distribution in the lower plenum,
which are made using an array of wall static pressure taps. As
such, Pa is a spatially averaged value at the exits of the impinge-
ment holes. Next, the impingement ideal static temperature Ti is
determined using Toj, the ideal Mach number Mi, and the appro-
priate ideal gas isentropic relationship. Impingement ideal static
density is given by �i= Pa /RTi, and impingement ideal velocity is
given by ui=Mi�kRTi�1/2. The actual mass flux �aua is determined
using the impingement air mass flow rate, which is measured

using the ASME standard orifice plate �mentioned earlier�, di-
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ided by the combined area of the impingement holes.

2.6 Experimental Uncertainty Estimates. Uncertainty esti-
ates are based on 95% confidence levels and are determined

sing methods described by Kline and McClintock �29� and Mof-
at �30�. Uncertainty of temperatures measured with thermo-
ouples is 	0.15°C. The uncertainty values for spatial and tem-
erature readings achieved with infrared imaging are about
.1–0.2 mm and 0.4°C, respectively. This magnitude of tempera-
ure resolution is due to uncertainty in determining the exact lo-
ations of thermocouples with respect to pixel values used for the
n situ calibrations. Local Nusselt number uncertainty is then
bout 	4.8% Note that uncertainties of local Nusselt numbers
nclude the effects of very small amounts of streamwise and span-
ise conduction along the test surfaces employed. Reynolds num-
er uncertainty is about 	2.0% for Rej values of 17,000–20,000.

Experimental Results and Discussion
Table 1 gives a summary of the experimental conditions em-

loyed in the present investigation.

3.1 Baseline Nusselt Numbers. Baseline Nusselt numbers
re measured using a test plate and flow conditions, which match
he ones used by Florschuetz et al. �9� with Rej =34,500, Ma ap-
roximately equal to 0, and an array of jets with X=5D, Y =4D,
nd Z=3D. In both cases, the effects of spent air crossflow are
onsidered, and the passage between the impingement and target
lates is closed on three sides. Figure 4 shows a comparison of
esults from the two investigations. Local Nu data for y /D=4 and
/D=8, line-averaged data, and area-averaged data from the
resent investigation are presented. Here, line averaging is im-
osed over Y /D from −8.0 to +8.0. Area-averaged values are
etermined over Y /D from −8.0 to +8.0 and over 5D length seg-
ents in the streamwise direction. The present area-averaged data

re compared to area-averaged data from Florschuetz et al. �9� in
ig. 4. The good agreement of the area-averaged data from the

wo sources validates the experimental procedures and apparatus
mployed in the present study.

Also investigated is the effect of the unheated starting length
ocated upstream of the heated target plate. This is done by adding
n extra heater upstream of the heater used on the target plate.

able 1 Experimental conditions for the present investigation

wa /Tj Rej Ma D �mm� Twa �K� Tj �K�

.06 18,100 0.21 4.5 314.5 292.8

.25 18,100 0.20 4.5 313.0 249.0

.36 18,200 0.20 4.5 319.2 232.9

.46 18,000 0.19 4.5 320.2 217.2

.58 18,100 0.19 4.5 331.5 208.2

.73 17,400 0.18 4.5 348.4 201.7

ig. 4 Comparison of baseline Nusselt number data with the
orrelation of Florschuetz et al. †9‡ for Rej=34,500, Ma approxi-
ately equal to 0, and an array of jets with X=5D, Y=4D, and

=3D
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Local and spatially averaged Nusselt numbers are then measured
on the target plate, both with and without upstream heating, for
Rej =34,500 and Ma=0.12 with the same impingement hole plate
as used for the other baseline data checks. The variation of local
and spatially averaged Nusselt numbers between the two tests is
only about 2% at most, indicating minimal effect of thermal entry
length on impingement heat transfer �for these particular experi-
mental conditions�.

3.2 Crossflow-to-Jet Mass Flux Ratio and Discharge
Coefficients. In many situations, an increase in the mass velocity
of the crossflow Gc decreases the effectiveness of the impinge-
ment jets; therefore a high value of the crossflow-to-jet mass ve-
locity ratio Gc /Gj is undesirable. Figure 5�a� shows the distribu-
tion of this quantity as it varies in the streamwise direction
determined from experimental data. Figure 5�b� presents Gc /Gj
valves determined using the correlation of Florschuetz et al. �9�.
Gc /Gj values from the two methods show a good agreement with
each other at each value of x /D and Tw /Tj. Note that Gc /Gj
variations with x /D are approximately the same regardless of the
value of Twa /Tj. In both cases, the ratio of the crossflow-to-jet
mass velocity is close to linear and is below 0.3 at the furthest
downstream row. Figure 5�c� shows that the discharge coefficient

Fig. 5 „a… Crossflow-to-jet mass velocity ratio distribution in
the streamwise direction determined experimentally. „b…
Crossflow-to-jet mass velocity ratio distribution in the stream-
wise direction predicted using the correlation of Florscheutz et
al. †9‡. „c… Discharge coefficient for Rej=18,100, Ma=0.2, and
Twa /Tj=1.06, 1.25, 1.36, 1.46, 1.58, and 1.73.
remains approximately constant as the temperature ratio changes.
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3.3 Local surface Nusselt Number and Line-Averaged
usselt Number Variations With Temperature Ratio. Figures
–11 show the effects of the Twa /Tj temperature ratio on local,

ine-averaged, and spatially averaged Nusselt number data for
ej =18,000 and Ma=0.2. These data at different increasing val-
es of Twa /Tj are obtained by decreasing the impingement jet
tatic temperature Tj and increasing Twa, where Twa is the spatially
veraged target wall temperature and Tj is the impingement jet
tatic temperature.

Surface Nusselt number distributions are presented in Fig. 6 for
a=0.20, Rej =18,000, and Twa /Tj =1.06, 1.25, 1.36, 1.48, 1.58,

nd 1.73. Note that regardless of the temperature ratio, the quali-
ative distributions of the local Nusselt number produced by each
mpingement jet are similar, with good periodic repeatability in
he spanwise direction for each streamwise row of impact loca-
ions. Figure 6 also shows that each impingement jet produces
nly one local maximum value in the Nu distribution on the target
urface beneath each jet. Magnitudes of these local maximum
alues are about the same underneath the different impingement
ets for the Twa /Tj values investigated, with minor variations be-
ween streamwise rows as x /D increases. These variations with

ig. 6 Spatially resolved surface Nusselt number distributions
or Rej=18,000, Ma=0.2, and Twa /Tj=1.06, 1.25, 1.36, 1.46, 1.58,
nd 1.73
treamwise distance are further illustrated in Fig. 7�b� by local

ournal of Heat Transfer
Nusselt number data as it varies with x /D for y /D=8. They are
due to the increasing effect of hot spent air crossflow, which re-
duces the effectiveness of the impinging jets. The smaller peak
values near x /D=32 and x /D=48, which are positioned between
the larger peak values, are due to local Nusselt number increases

Fig. 7 Local surface Nusselt number variations for Rej
=18,000, Ma=0.2, and Twa /Tj=1.06, 1.25, 1.36, 1.46, 1.58, and
1.73. „a… Variations with y /D for x /D=32. „b… Variations with x /D
for y /D=8.

Fig. 8 Surface Nusselt number variations with x /D, which are
line averaged over y /D from −8.0 to +8.0 for Rej=18,000, Ma
=0.2, and Twa /Tj=1.08, 1.25, 1.37, and 1.73

Fig. 9 Spatially averaged Nusselt numbers as dependent on
x /D for Rej=18,000, Ma=0.2, and Twa /Tj=1.06, 1.25, 1.36, 1.46,

1.58, and 1.73

JANUARY 2009, Vol. 131 / 012201-7
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t spanwise locations approximately halfway between the impact
oints of adjacent impinging jets. Figure 7�a� shows spanwise
ariations in local Nusselt number for each of the Twa /Tj values
nd x /D=32 with the highest Nusselt number values directly un-
er the impingement jets. As seen in Figs. 6 and 7�b�, Fig. 7�a�
hows that local Nu values decrease as the temperature ratio in-
reases, with a decrease in peak values as the most noticeable
ifference. This is because as the temperature ratio increases at the
onstant Reynolds number, the intensity of the impingement jets
ecreases due to the decreases in both mass flow rate and volu-
etric flow rate.
Figure 8 presents Nusselt numbers for the same experimental

onditions as they vary with x /D, which are line averaged over
/D from −8.0 to +8.0 �which covers two complete spanwise
eriods of impingement jet array geometry�. Here, local maximum
alues are apparent, spaced approximately 8D apart, and due to
he impact of impingement jets from each different streamwise
ow of holes. These local maximum line-averaged Nusselt number
alues become smaller at successive x /D locations for each value
f Twa /Tj temperature ratio due to the increasing crossflow effect.
he oscillations inline-averaged Nusselt number are due to the
igh Nusselt numbers directly under impinging jets and low Nus-
elt number regions between the jets. In addition to these varia-
ions, the Nu data generally decrease with Twa /Tj at each x /D
alue.

3.4 Local Area-Averaged Nusselt Number Variations With
emperature Ratio. Spatially averaged Nusselt numbers are av-
raged over an area that extends 	4 diameters from the specified
/D location and over y /D data points from −8 to 8. This area

hus amounts to two complete spatial periods of impingement jet
rray geometry. Figure 9 gives spatially averaged Nusselt num-
ers at different values of Twa /Tj, along with values from the
orrelation of Florscheutz et al. �9�. There are noticeable differ-
nces between the present data for Twa /Tj =1.06 and the correla-
ion of Florscheutz et al. �9�, which is for a temperature ratio

ig. 10 Local area-averaged Nusselt numbers as dependent
n temperature ratio Twa /Tj for Rej=18,000 and Ma=0.2

ig. 11 Nusselt number ratio data at specific x /d locations

orrelated with respect to temperature ratio, Twa /Tj

12201-8 / Vol. 131, JANUARY 2009
Twa /Tj of approximately 1.1. The correlation of Florscheutz et al.
is valid for 2500
Rej 
70,000, 5
x /D
10, 4
y /D
8, 1

z /D
3, and Twa /Tj �1.1 for a staggered array. While the
present case of Rej =18,000, z /D=3, x /D=8, and y /D=8 falls
within the range specified by Florscheutz et al., the results indicate
that the appear to be beyond the range of applicability of the
correlation of Florscheutz et al. The validity of the results in the
present study for temperature ratio �1 is verified by Park et al.
�31�. In both cases, spatially averaged Nusselt number data points
are given for x /D of 32, 40, 48, and 56. For each of these stream-
wise locations, the results in Fig. 9 show that area-averaged Nus-
selt numbers decrease as the Twa /Tj temperature ratio increases,
provided the impingement jet static temperature is held constant.

3.6 Local Area-Averaged Nusselt Numbers and the Tem-
perature Ratio Correlation Equation. Figure 10 shows area-
averaged Nusselt numbers, for particular x /D values, as they de-
crease with the Twa /Tj temperature ratio for Rej =18,000 and
Ma=0.2. Here, the local area-averaged Nusselt number value is
determined over the area, which extends at x /D=32, 40, 48, and
56 over y /D from −8 to 8. The x /D extent for each average is 	4
relative to the calculated value. Note that spatially averaged target
surface temperatures Twa are determined over the same spatial
surface areas. Nusselt number values then decrease as the Twa /Tj
temperature ratio increases, up to 1.73, which evidences some
deterioration of impingement cooling performance. This is be-
cause the variable property effects degrade local turbulent trans-
port. In addition, the high crossflow temperature relative to jet
temperature decreases the effectiveness of the impinging jets and
causes area-averaged Nusselt numbers to decrease with x /D at
each Twa /Tj temperature ratio value.

Figure 11 shows Nusselt number ratios Nu /Nucp as they depend
on temperature ratio Twa /Tj for Rej =18,000 and Ma=0.2. Nucp
represents the constant property Nusselt number, a condition cor-
responding with a temperature ratio, Twa /Tj, of approximately 1.
In the present study a temperature ratio near 1 �1.06� is used as an
approximation for Nucp. The Nu /Nucp data in Fig. 11 follow the
same trend as those in Fig. 10, which shows a decrease in Nusselt
number as the Twa /Tj temperature ratio increases from 1.06 to
1.73. The correlation equation, which best represents the data in
Fig. 11, is given by

Nu�/Nu�cp = �Twa/Tj�−0.35 �14�

This correlation equation is determined for Rej =18,000, Ma
=0.2, 1.06�Twa /Tj �1.73, X /D=8, Y /D=8, Z /D=3, and 32
�x /D�56. However, Eq. �14� is expected to be valid for a wider
range of incompressible �or near incompressible� flow conditions,
which include Rej from near 3,000 to about 30,000, Ma from near
0 to approximately 0.25, and a range of X /D and Y /D values in
the vicinity of 8.

The Nusselt number variations, which are observed as either
Twa /Tj or Tw /Tj varies, are mostly due to variable property ef-
fects. Most important are variations in molecular thermal conduc-
tivity, absolute viscosity, and static density with spatial location
and time since these change as static temperature varies with spa-
tial location and time. Note that the contributions of specific heat
to Nusselt number variations are less important because of its
weak dependence on temperature in gas flows. The effects of con-
ductivity, viscosity, and density variations on the local turbulent
transport of momentum and heat are complex. For example, tur-
bulent transport is generally mostly a result of mixing, collisions,
and interactions of different sizes of turbulent eddies. However,
ultimately, as molecular scales are approached, thermal transport
is due to conduction between adjacent packets of oscillating fluid.
In many cases, such molecular conduction provides some restric-
tion on overall magnitudes of turbulent transport, which can be
achieved. Such limitations and the associated phenomena and in-
teractions are especially complex in impingement array flows be-

cause they involve such a wide variety of phenomena, including
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et flows, shear layer interactions, stagnation regions, interactions
etween adjacent impingement jets, wall-jet interactions, three-
imensional boundary layer development, and interactions be-
ween impingement jets and these boundary layers.

Summary and Conclusions
Data are provided as the ratio of impingement target plate tem-

erature to impingement jet temperature is varied at a constant
eynolds number. The spacing between holes in the streamwise
irection X is then 8D, and the spanwise spacing between holes in
given streamwise row Y is also 8D. The thickness of each im-

ingement plate is 1D, and the spacing between the hole exit
lanes and the target plate is denoted as Z and is equal to 3D. This
mpingement arrangement is similar to arrangements used in some
ndustrial gas turbine engines, providing results and conclusions
pplicable to the gas turbine industry.

Local, line-averaged, and spatially averaged Nusselt numbers
ecrease as the Twa /Tj temperature ratio increases for any particu-
ar x /D and y /D location for Rej =18,000 and Ma=0.2. The spa-
ially averaged Nusselt number decrease is especially substantial
s the Twa /Tj temperature ratio increases from 1.06 to 1.73, which
vidences some deterioration of impingement cooling perfor-
ance. The area beneath each impingement jet shows a higher

ate of heat transfer than the surrounding areas, which do not have
he additional heat transfer benefit associated with perpendicular
mpinging jets. The effect of increasing temperature ratio is more
pparent in the regions under the impinging jets where the heat
ransfer is noticeably reduced, a contrast from the surrounding
reas, which show almost no change. This is believed to be due to
ariable property effects, which degrade local turbulent transport
n the impingement flow as Twa /Tj increases. The effect of se-
uential streamwise rows of impingement jets is increasing
mounts of crossflow, which reduce the effectiveness of down-
tream impingement jets resulting in a progressive decrease in
ocal and line-averaged Nusselt numbers, regardless of the value
f the Twa /Tj temperature ratio. The correlation �Eq. �14��, which
ives quantitative assessment of the effects of temperature ratio on
ocal area-averaged Nusselt numbers, is expected to be valid for a
ange of incompressible �or near incompressible� flow conditions:
.06�Twa /Tj �1.73, Z /D=3, 32�x /D�56, Rej from near 3000
o about 30,000, Ma from near 0 to approximately 0.25, and a
ange of X /D and Y /D values in the vicinity of 8.
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omenclature
A � impingement hole area

Across � exit channel cross-sectional area
Aht � heat transfer area on the target plate
ca � impingement air flow sonic velocity

CD � discharge coefficient
D � diameter of an individual impingement hole

Gc � crossflow mass velocity or crossflow mass flux
Gj � jet mass velocity or jet mass flux

hloss � heat transfer coefficient to account for convec-
tion and radiation losses from the back side of
the target plate

k � ratio of specific heats
ṁ � impingement air mass flow rate

ṁc � crossflow air mass flow rate
Ma � impingement air flow Mach number
Mi � impingement air flow ideal Mach number
Nu � local Nusselt number
Nu � line-averaged Nusselt number
�
Nu � spatially averaged Nusselt number

ournal of Heat Transfer
Nu�cp � constant property spatially averaged Nusselt
number

Pa � impingement air static pressure
Poj � impingement air stagnation pressure

Q � total power provided to the thermofoil heater
qrf � radiation heat flux from the front side �or the

impingement side� of the target plate
qrb � radiation heat flux from the back side of the

target plate
qcf � convection heat flux from the front side �or

impingement side� of the target plate
qcb � convection heat flux from the back side of the

target plate
R � ideal gas constant

Rej � impingement air flow Reynolds number
Tambient � ambient static temperature

Tb � local temperature on the back surface of the
polystyrene target plate

Tw � local target surface temperature on the surface
of the heater adjacent to the impingement air

Twa � spatially averaged target surface temperature
on the surface of the heater adjacent to the
impingement air

Ti � impingement air ideal static temperature
Tj � impingement air static temperature

Toj � impingement air stagnation temperature
Ttc � local thermocouple temperature between the

heater and the polystyrene target plate
ua � impingement air velocity
uc � crossflow velocity
ui � impingement air ideal velocity
x � streamwise coordinate
y � spanwise coordinate
z � normal coordinate
X � streamwise distance between centerlines of

adjacent impingement holes
Y � spanwise distance between centerlines of adja-

cent impingement holes
Z � distance between the target plate and impinge-

ment hole plate

Greek Symbols
� � air thermal conductivity
� � flow distribution parameter

�a � impingement air static density
�i � impingement air ideal static density
� � absolute viscosity
� � Boltzman constant
� f � emissivity of the front surface of the target

plate
�inf � emissivity of a plate located opposite to the

target plate
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The Effects of Working Fluid
on the Heat Transport Capacity
of a Microheat Pipe
The effects of the thermophysical properties of the working fluid on the performance of a
microheat pipe of triangular cross section are investigated. For this purpose, five differ-
ent working fluids are selected: water, hepthane, ammonia, methanol, and ethanol. For
operating temperatures ranging from 20°C to 100°C, it is found that the behavior of the
heat transport capacity is dominated by a property of the working fluid, which is equal to
the ratio of the surface tension and dynamic viscosity � /�l. This property has the same
dimension as velocity and can be interpreted as a measure of the working fluid’s rate of
circulation, which can be provided by capillarity after overcoming the effect of viscosity.
Of the five working fluids selected, ammonia is preferable for operating temperatures
below 50°C since it yields the highest heat transport capacity; however, water is the
preferred working fluid for temperatures above 50°C. �DOI: 10.1115/1.2977547�

Keywords: microheat pipes, thermal management, microscale heat transfer,
microchannels
Introduction
Since it was proposed by Cotter �1� for application in thermal
anagement of microelectronic components and devices, micro-

eat pipes �MHPs� have attracted considerable interests. Cur-
ently, the literature consists of a large number of analytical stud-
es and experimental investigations �2–15�, as well as numerous
eviews, such as those of Peterson �16,17� and the more recent
ne of Vasiliev �18�. However, there are still many questions,
hich remain to be addressed, and the purpose of this paper,
hich is analytical in nature, is to elucidate some of those issues.
pecifically, we shall examine the effects of the type of working
uid on the heat transport capacity of a MHP over a range of
perating temperatures and identify the thermophysical property
f the working fluid, which plays a dominant role in setting the
rend of the heat transport capacity. For this purpose, we have
elected a MHP of a cross section in the shape of an equilateral
riangle. The geometrical parameters of this MHP are listed in
able 1.
In practice, several factors must be considered when we select

he most suitable working fluid �19�, such as its thermal stability
nd compatibility with the wall material of the MHP. However,
he main objective of this paper is to determine among a given
roup of different working fluids the one that provides the highest
eat transport capacity, but not to actually select the most suitable
ne. The issue of thermal stability and compatibility is, therefore,
f secondary importance and will not be considered further.

In the existing literature, performance studies of MHPs utilize
oth organic and inorganic working fluids. The commonly used
uids include water �4,11,13�, ethanol �5,12�, methanol �5,8,12�,
cetone �9�, and pentane �10�. Although these studies offer valu-
ble insights and/or practical results, collectively they do not pro-
ide us with a comprehensive picture, in the sense that they do not
onvey the information that enables us to select the required type
f working fluid to maximize the heat transport capacity. To alle-
iate this deficiency, we shall compare in this paper the heat trans-
ort capacities, over a range of operating temperatures of practical

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 21, 2008; final manuscript re-
eived May 15, 2008; published online October 20, 2008. Review conducted by

ouis C. Chow.

ournal of Heat Transfer Copyright © 20
interests, of geometrically identical MHPs filled with different
working fluids. For this purpose, we have selected five different
materials; they are water, ammonia, hepthane, methanol, and eth-
anol, the thermophysical properties of which are readily available
from the monograph of Dunn and Reay �19�. Based on this com-
parison, we can then determine which working fluid is the most
desirable. In this paper, we shall consider horizontal MHPs as well
as those that are inclined with respect to the horizontal plane.

In Fig. 1, a schematic is depicted for the MHP studied in this
paper. Thermal energy from a heat generating source enters the
MHP at its evaporator section and is taken up as the latent heat of
evaporation by the working fluid’s liquid phase. The vapor that
results from this evaporation process then flows toward the adia-
batic and condenser sections. Heat transfer does not take place
between the microheat pipe and its surroundings in the adiabatic
section and, consequently, no phase change occurs. At the con-
denser section, the vapor condenses and gives up its latent heat,
which flows out of the microheat pipe and into its surroundings.
By capillary action, the condensate is held in the corner regions
and is pumped back to the evaporator section, where the working
fluid begins another cycle of phase change and circulation. For a
MHP, which is positively oriented with respect to the horizontal
plane, such as the one shown in Fig. 1, the liquid flow is also
assisted by gravity.

To calculate the fluid flows and heat transfer described above,
we shall make use of the one-dimensional model developed by
Tio et al. �13�. In this model, the flow channel inside a MHP is
assumed to be so small that it can be regarded as a pore of a
porous medium. Under this assumption, a one-dimensional MHP
model can then be constructed by using Darcy’s two-phase equa-
tions and Laplace’s capillary equation. Other one-dimensional
models, which have been developed include, for examples, those
of Cotter �1�, Longtin et al. �6�, Wang et al. �7�, and Ha and
Peterson �5�. That the model of Tio et al. �13� is selected for our
study is primarily due to its simplicity and accuracy. As convinc-
ingly shown by the comparison of their results and the experimen-
tal data reported by Babin et al. �2� over a range of operating
temperatures �Fig. 6, �13��, this porous-medium model does cor-
rectly predict the order of magnitude of the heat transport capacity
and the trend of its variation with operating temperature. Finally,

it should be mentioned that similar order of magnitude and trend

JANUARY 2009, Vol. 131 / 012401-109 by ASME
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re also predicted by the model of Longtin et al. �6�. However,
heir model is more complicated than that of Tio et al. �13�.

Analysis
Before we proceed to construct the steady-state mathematical
odel of the MHP for our study, we state here the assumptions,
hich are needed to simplify our analysis. First, the thermal en-

rgy transported by the MHP enters its evaporator section and
eaves its condenser section uniformly over their respective
engths. Furthermore, we are concerned with axial flows only, and
he effects of the lateral motion of the liquid and vapor phases are
ssumed to be negligible. This assumption requires that the axial
ength scale of the MHP is much greater than that of its cross
ection, which is practically the case for all microheat pipes. Fol-
owing the common practice of regarding the microheat pipe as an
sothermal device, the condition of temperature uniformity is as-
umed. Furthermore, it is also assumed that the liquid and vapor
hases are saturated at that temperature.

To model the liquid and vapor flows inside a microheat pipe,
e make use of the uncoupled one-dimensional two-phase Dar-

y’s equation �20�,

ul = −
klK

�l
�dpl

dx
+ g�l sin �� �1�

uv = −
kvK

�v
�dpv

dx
+ g�v sin �� �2�

n these equations, ui, pi, ki, �i, and �i represent the velocity,
ressure, relative permeability, mass density, and dynamic viscos-
ty of phase i, respectively, K is the permeability, g is gravitational
cceleration, x is the axial distance from the evaporator end, and �
Fig. 1� is the angle of inclination of the MHP. In Eqs. �1� and �2�,
l and uv are the axial velocities averaged over the cross section of
he MHP. The permeability K can be obtained by comparing Dar-
y’s equation with a Poiseuille flow inside the microheat pipe �7�.
t is a constant, which depends on the cross-sectional shape and
ize of the MHP, and is given by

K =
2

CK
Dh

2 �3�

here CK is a constant, which depends on the cross-sectional
hape, and Dh is the hydraulic diameter of the cross section. The
alues of the constant CK are provided by Shah and London �21�

Table 1 Parameters of the equilate

CK scl sfl L

53.30 0.010 0.395 0.05 m 0

Fig. 1 „a… A schematic of an incline
inclination; „b… cross-sectional view

of flooding

12401-2 / Vol. 131, JANUARY 2009
for various cross-sectional shapes. For equilateral triangles, CK
=53.30 and is tabulated in Table 1 along with the other constants.
The relative permeabilities kl and kv can be obtained by ignoring
the irreducible saturation of the liquid phase �20� and are given by

kl = s3 �4�

kv = �1 − s�3 �5�

where s is the volume fraction occupied by the liquid phase.
During steady-state operation of a MHP, there is no accumula-

tion of mass at any cross section. Therefore, the mass-
conservation principle can be stated as

ṁl = ul�lA = − ṁ �6�

ṁv = uv�vA = ṁ �7�

where ṁl and ṁv are the mass flow rates of the liquid and vapor
phases, respectively, and A is the cross-sectional area of the mi-
croheat pipe. Based on the assumption that the heat transfer be-
tween the microheat pipe and its surroundings takes place uni-
formly over the entire length of the evaporator and condenser, the
mass flow rate ṁ in Eqs. �6� and �7� can be written as

ṁ = � QL

hfgLe
�m̂ �8�

where

m̂ =�
x̂ , x̂ �

Le

L

Le

L
,

Le

L
� x̂ � 1 −

Lc

L

Le

Lc
�1 − x̂� , 1 −

Lc

L
� x̂ � 1

� �9�

x̂ =
x

L
�10�

Here, x̂ is the dimensionless axial distance from the evaporator
end. In Eq. �8�, hfg is the latent heat of evaporation of the working
fluid, and Q is the rate of heat transport by the MHP. The three
lengths Le, Lc, and L, which appear in Eq. �9� are the evaporator
length, condenser length, and total length of the MHP, respec-

-triangle MHP studied in this paper

a Le Lc w

6 m 0.0127 m 0.0127 m 0.001 m

icroheat pipe, � being the angle of
triangular MHP, showing the onset
ral

L

.024
d m
of a
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ively. Equations �8�–�10� state that the vapor flow rate passing
hrough a cross section of the MHP is equal to the net rate of
vaporation over the whole region upstream of the cross section.
ince there is no accumulation of mass anywhere inside the mi-
roheat pipe during steady-state operation, this vapor flow rate is
qual to the liquid flow passing through the same cross section in
he opposite direction.

From Eqs. �1�, �2�, �6�, and �7�, we obtain

d�pv − pl�
dx

= −
ṁ

AK
� �l

�lkl
+

�v

�vkv
� + ��l − �v�g sin � �11�

he pressures of the two phases are related by Laplace’s capillary
quation,

pv − pl =
�

R
�12�

here � is the coefficient of surface tension, and R is the radius of
urvature of the liquid-vapor interface in a cross section of the
icroheat pipe. In this paper, it is assumed that this interface

onsists of circular arcs of the same radius. Therefore, R can be
ssumed constant throughout a cross section; however, it is al-
owed to vary from one cross section to another. It should be
oted that we have excluded from Eq. �12� the liquid-vapor inter-
ace’s curvature in the longitudinal plane. This is justified by the
act that the axial length scales of a MHP are usually much larger
han those of its cross section. In this paper, it is also assumed that
he liquid phase is uniformly distributed among all the corner
egions of the cross section, the center region being occupied by
he vapor phase. Eliminating the pressures from Eqs. �11� and
12�, the following ordinary differential equation for the liquid
olume fraction s is obtained:

ds

dx̂
=

s3/2

�
	Ca� 1

s3 +
�

�1 − s�3�m̂ − Ga sin �
 �13�

he capillary number Ca, Gravity number Ga, viscosity ratio �,
nd angular parameter � are defined as

Ga =
2gL��l − �v��A/N�1/2

�
�14�

Ca = � Q

�lhfgA�Le/L���� �K

2�lL�A�1/2� �15�

� =
�v

�l
�16�

� = N1/2	 cos 	 cos�
 + 	�
sin 


+ �
 + 	� −
�

2

1/2

�17�

n Eq. �16�, �i is the kinematic viscosity of phase i. In Eq. �17�,
hich is valid only for MHPs of cross-sectional shapes in the

orm of a regular polygon, N is the number of corners of the cross
ection, and 
 is the half angle of these corners, i.e., N=3 and
=� /6 for an equilateral-triangle cross section. In general, the

ontact angle of the liquid phase and the inner wall of the micro-
eat pipe 	 varies throughout the pipe channel. For simplicity, it
s assumed to be constant everywhere inside the pipe channel.
urthermore, its value is taken to be zero when actual computa-

ions are performed. Thus, unless stated otherwise, the numerical
esults presented in this paper are valid only for zero contact
ngles.

For a horizontal microheat pipe ��=0�, we can integrate by
umerical quadrature Eq. �13� for a given value of Ca to obtain
he axial variation of the liquid volume fraction. For this purpose,
e have selected Simpson’s rule. For the case in which ��0, Eq.
13� is a nonlinear ordinary differential equation and its solution

ournal of Heat Transfer
must be obtained numerically. In this case, it is integrated using
the fourth order Runge-Kutta scheme with a prescribed “initial
condition” s�x̂=0�. Having determined s�x̂�, the total mass of the
working fluid M inside the MHP can be calculated. In dimension-
less form, it is given by

M̂ =
M

AL�l
= ��v

�l
� + 	1 − ��v

�l
�
�

0

1

s�x̂�dx̂ �18�

For a horizontal microheat pipe ��=0�, the heat transport capacity
can be obtained in closed form from Eq. �13�. In dimensionless
form, it is given by

Camax =
2�

Le

L
�2 −

Le

L
−

Lc

L
��scl

sfl s3/2

1 + �s3/�1 − s�3ds �19�

The corresponding optimal charge level Mopt
ˆ is obtained from Eq.

�18� with s�x̂� satisfying the simultaneous conditions of s�0�=scl
and s�1�=sfl. For an inclined MHP, Camax cannot be obtained in
closed form; instead, it must be obtained numerically under the
same simultaneous conditions. The integration limit scl in Eq. �19�
corresponds to the first occurrence of dryout at the evaporator end,
while sfl corresponds to the onset of flooding at the condenser end.
Their values for the case of zero contact angle are tabulated in
Table 1. It should be noted that the mathematical condition of s
=0 at x̂=0 is not used to designate the dryout limit. Instead, for
safety reasons, the condition of s=0.01 at x̂=0 is employed to
designate the capillary limit �13�. The values of Le, Lc, and L are
fixed for the MHP studied in this paper. For easy reference, their
values are also tabulated in Table 1.

3 Discussion
Figure 2 illustrates the heat transport capacity, as a function of

the operating temperature, of the MHP in Table 1 filled with dif-
ferent types of working fluid. Here, the microheat pipe is filled

Fig. 2 Heat transport capacity, as a function of the operating
temperature, of the equilateral-triangle MHP in Table 1 opti-
mally filled with different types of working fluid
with the optimal amount of the working fluid. From Fig. 2, it is

JANUARY 2009, Vol. 131 / 012401-3
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bserved that the heat transport capacity for each of the five work-
ng fluids is, to varying degrees, dependent on the operating tem-
erature of the MHP. Moreover, we also observe that, except for
mmonia, the heat transport capacity for the remaining four work-
ng fluids increases when the operating temperature is increased.
he heat transport capacity for water shows a rapid increase with

he operating temperature, from 0.0994 W at 20°C to 0.7329 W
t 100°C. The increase in the heat transport capacity for methanol
nd ethanol is moderate, from 0.0748 W and 0.0495 W at
0°C to 0.1921 W and 0.1632 W at 110°C, respectively. The in-
rease in the heat transport capacity for hepthane is relatively
mall compared to those for water, ethanol, and methanol over the
ame range of the operating temperatures. From Fig. 2, it is
learly seen that for operating temperatures below 50°C, it is
ore advantageous to use ammonia as the working fluid to maxi-
ize the heat transport capacity of the MHP. However, water is

referable if the operating temperature is higher than 50°C.
To determine the main reason for the differences in the trends

f the heat transport capacities depicted in Fig. 2, we need to see
ow the heat transport capacity of a MHP depends on its operating
emperature through the temperature dependence of the various
hermophysical properties of the working fluid. From Eqs. �15�
nd �19�, it is clearly seen that the dependence of the heat trans-
ort capacity of a MHP of a cross section in the form of an
quilateral triangle on the properties of its working fluid takes the
orm of

Qmax  ��lhfg� · � �

�l
� ·�

scl

sfl s3/2

1 + �s3/�1 − s�3ds �20�

s noted by Tio et al. �13�, the ratio � /�l, which has the dimen-
ion of velocity, can be interpreted as a measure of the liquid
hase velocity and, therefore, a measure of the circulation rate of
he working fluid as well. The product �lhfg is the latent heat of
vaporation per unit volume of the liquid phase. The physical
ignificance of the integral in Eq. �20� is not obvious, although it
an be traced back to the relative permeabilities given in Eqs. �4�
nd �5�. To have a clearer picture of how these three factors affect
he heat transport capacity of an equilateral-triangle MHP as a

Fig. 3 The integral in Eq. „20… for
function of their temperature
unction of its operating temperature, Figs. 3–5 are plotted. Ex-

12401-4 / Vol. 131, JANUARY 2009
amination of these figures reveals that of the three factors in Eq.
�20�, � /�l is dominant. Therefore, it can be concluded that the
heat transport capacity of a microheat pipe, as a function of its
operating temperature, is largely dependent on its working fluid’s
circulation effectiveness under the constraint of other factors, such
as geometry.

In Fig. 6, we show the optimal charge levels M̂opt as functions
of the operating temperature, associated with the heat transport
capacities presented for the five working fluids in Fig. 2. The
corresponding mass M of each of the five working fluids is illus-

trated in Fig. 7. While the charge level M̂opt for water is always
the lowest among the five working fluids, the same cannot be said
of its mass M. In fact, the required mass for water is the greatest
for operating temperatures above 60°C. This observation is, of

course, not surprising, if we note that M̂opt is actually a measure of
the relative volume of a working fluid inside a MHP �see the first
of Eqs. �18�� and that water has the highest mass density among
the five working fluids.

Up to this point, we have confined our discussion to horizontal
MHPs only, and the gravity number Ga in Eq. �13� is ignored. In
what follows, we shall deal with inclined MHPs, so that the effect
of gravity �i.e., the gravity number Ga� must be taken into con-
sideration. As can be seen from Eq. �14�, the dependence of Ga on
the working fluid’s thermophysical properties takes the form of

Ga 
��l − �v�

�
�21�

Since the thermophysical properties of a working fluid are func-
tions of temperature, any changes in the operating temperature
affect the value of Ga. Figure 8 illustrates the relationship of Ga
with the operating temperature of a MHP for three different types
of working fluid: water, hepthane, and ammonia. We observe from
Fig. 8 that, similar to the ratio � /�l depicted in Fig. 4, the Ga for
ammonia starts to change rapidly when the temperature is in-
creased to about 60°C.

Figure 9 illustrates the heat transport capacity, as a function of
the operating temperature, for various angles of inclination. Here,

ferent types of working fluid, as a
dif
the MHP in Table 1 is filled optimally with water. We note that the
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Fig. 4 Ratio of surface tension and liquid dynamic viscosity of different

types of working fluid, as a function of their temperature
Fig. 5 Latent heat of evaporation per unit volume for different types of

working fluid, as a function of their temperature
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eat transport capacity of an inclined MHP is also limited by the
imultaneous onsets of dryout and flooding. However, unlike a
orizontal MHP, the onset of flooding takes place at a finite dis-

Fig. 6 Optimal charge level, as a fun
the equilateral-triangle MHP in Table
fluid

Fig. 7 Optimal mass of the working fluid, a

the equilateral-triangle MHP in Table 1 filled w

12401-6 / Vol. 131, JANUARY 2009
tance from the condenser end �14�. From Fig. 9, we observe that
the heat transport capacity increases with an increase in the oper-
ating temperature. For any specific operating temperature, the heat

on of the operating temperature, for
lled with different types of working

function of the operating temperature, for
cti
1 fi
s a

ith different types of working fluid
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ransport capacity of the MHP increases when its angle of incli-
ation is increased from 0 deg to 30 deg and 60 deg. When the
perating temperature increases, so does the rate of increase in the
eat transport capacity with respect to the operating temperature;

ig. 8 Gravity number Ga of different types of working fluid,
s a function of the operating temperature.

Fig. 9 Heat transport capacity, as a
of the equilateral-triangle MHP in Ta

Here, the working fluid is water.

ournal of Heat Transfer
furthermore, this rate of increase is greater for a larger angle of
inclination. These behaviors of the heat transport capacity can be
explained as follows. As observed earlier for a horizontal MHP
filled with water, its heat transport capacity is largely controlled
by the ability of capillarity to circulate its working fluid. For a
positively inclined MHP, the circulation rate of the working fluid
is enhanced by gravity through Ga and � �see Eq. �13��, resulting
in a greater heat transport capacity compared to a horizontal MHP
at the same operating temperature. As observed previously from
Figs. 4 and 8, the pumping ability of capillarity and Ga both
increase with the operating temperature. For a fixed angle of in-
clination �, the increase in the heat transport capacity with oper-
ating temperature is, therefore, contributed by the increase in cap-
illary pumping and by the increase in gravitational effect through
Ga. Consequently, the rate of increase in the heat transport capac-
ity �with respect to the operating temperature� of a positively in-
clined MHP is greater than that of a horizontal MHP, which is
solely the result of the increase in capillary strength. Finally, since
the effects of Ga become greater as � is increased, the rate of
increase in the heat transport capacity is greater for a larger �.

For a MHP optimally filled with hepthane, the heat transport
capacity is depicted in Fig. 10 as a function of the operating
temperature, the angle of inclination � being a parameter. We
observe that the general trends of the heat transport capacity with
respect to the operating temperature and angle of inclination are
similar to those of a water-filled MHP.

Figure 11 shows the heat transport capacity, as a function of the
operating temperature of the MHP in Table 1 for the case in which
it is tilted with different angles of inclination and filled optimally
with ammonia. As expected, the heat transport capacity for a fixed

ction of the operating temperature,
1 for different angles of inclination.
fun
ble
JANUARY 2009, Vol. 131 / 012401-7
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perating temperature becomes greater as the angle of inclination
s progressively increased. However, in contrast to the two previ-
us cases for water and hepthane illustrated, respectively, in Figs.

ig. 10 Heat transport capacity, as a function of the operating
emperature, of the equilateral-triangle MHP in Table 1 for dif-
erent angles of inclination. Here, the working fluid is hepthane.

ig. 11 Heat transport capacity, as a function of the operating
emperature, of the equilateral-triangle MHP in Table 1 for dif-

erent angles of inclination. Here, the working fluid is ammonia.

12401-8 / Vol. 131, JANUARY 2009
9 and 10, the heat transport capacity for ammonia does not in-
crease monotonically with the operating temperature but reaches a
maximum value at 60°C, at which point it starts to decrease with
temperature. Although the heat transport capacity of an ammonia-
filled horizontal MHP decreases with the operating temperature,
the rate of decrease in capillary strength, as reflected by the ratio
� /�l depicted in Fig. 4, is sufficiently moderate for temperatures
below 60°C that its negative effects can be rectified by the posi-
tive effects of gravity, provided the angle of inclination is suffi-
ciently large. While the rate of increase in Ga with temperature is
moderate for temperatures below 60°C �see Fig. 8�, it is suffi-
ciently large that the trend of Ga dominates that of the ratio � /�l.
Consequently, the heat transport capacity for ammonia actually
increases with operating temperatures below 60°C, as shown in
Fig. 11. For operating temperatures above 60°C, the opposite is
true. While Ga increases rapidly with temperature, the ratio � /�l
also decreases rapidly. Apparently, the rate of decrease in � /�l is
now sufficiently large that it sets the trend, resulting in a heat
transport capacity, which decreases with increasing operating tem-
perature, provided that the angle of inclination is not too large.

It should be noted that the results, which we have discussed so
far, are obtained under the assumption of a constant contact angle
�equal to zero� throughout the flow channel of a MHP. This as-
sumption is, of course, a necessary idealization since the wetting
of solid surfaces is a complex phenomenon. Nevertheless, it is still
interesting to see how a change in the magnitude of the contact
angle, assumed to be uniform throughout the MHP’s flow channel,
affects its heat transport capacity. For this purpose, we have se-
lected two working fluids: water and ammonia. While an increase
in the contact angle from 	=0 deg to 	=30 deg does not quali-
tatively change the trend of the MHP’s heat transport capacity
with respect to its operating temperature, as is clearly seen in Figs.
12 and 13. A closer look at these figures reveals a stark contrast.
For a fixed operating temperature, the heat transport capacity of a
water-filled MHP decreases, but that of an ammonia-filled MHP
actually increases. As first pointed out by Tio et al. �13�, the heat
transport capacity of a MHP at a given operating temperature
increases when the contact angle 	 is increased from zero up to a

Fig. 12 Heat transport capacity, as a function of the operating
temperature, of the equilateral-triangle MHP in Table 1 for dif-
ferent contact angles. Here, the working fluid is water.
threshold value, beyond which the heat transport capacity de-
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reases with further increase in 	. To see this, we refer to Eq.
19�, which gives the dimensionless heat transport capacity Camax
s a product of two factors. The first factor, the ratio, can be easily
hown to decrease with 	. The second, the integral, increases with

because its upper limit,

sfl =
1

4�3
·

�2

cos2�	 + �/6�
�22�

ncreases with the contact angle. The opposite trends of these two
actors then result in a threshold value for the contact angle, at
hich point the heat transport capacity achieves its maximum.
pparently, by increasing the contact angle from 	=0 deg to 	
30 deg in Fig. 12, we have crossed its threshold value, so that

he heat transport capacity for water actually decreases. On the
ther hand, the threshold contact angle for ammonia is greater
han 30 deg, so that an increase from 	=0 deg to 	=30 deg
ields a higher heat transport capacity, as can be observed from
ig. 13.

Concluding Remarks
The effects of the thermophysical properties of the working

uid of a microheat pipe on its heat transport capacity have been
xamined with different types of working fluid. For this purpose,
MHP of cross section in the form of an equilateral triangle is

mployed. For operating temperatures ranging from
0°C to 100°C, it is observed that the behavior of the heat trans-
ort capacity is dominated by a property of the working fluid,
hich is equal to the ratio of the surface tension and dynamic
iscosity � /�l. This property has the dimension of velocity and
an be interpreted as a measure of the working fluid’s rate of
irculation, which can be provided by capillarity after overcoming
he effect of viscosity. Of the five working fluids selected for this
tudy—water, ammonia, methanol, ethanol, and hepthane—it is
ound that ammonia yields the highest heat transport capacity for
perating temperatures below 50°C. However, water is preferable
f the operating temperature is above 50°C.

In this paper, we have also examined the case in which the
HP is inclined with respect to the horizontal plane. For this

ig. 13 Heat transport capacity, as a function of the operating
emperature, of the equilateral-triangle MHP in Table 1 for dif-
erent contact angles. Here, the working fluid is ammonia.
urpose, three types of working fluid are used: water, hepthane,

ournal of Heat Transfer
and ammonia. It is found that the heat transport capacity of the
MHP increases when it is positively inclined, the increase in the
heat transport capacity being greater for a larger angle of inclina-
tion. For water and hepthane, the effect of gravity is found to
augment that of capillarity, without altering the general trend of
the heat transport capacity with respect to the operating tempera-
ture observed in horizontal MHPs. However, for a sufficiently
inclined ammonia-filled MHP, gravity may alter the trend of the
heat transport capacity. Instead of decreasing with the operating
temperature, the heat transport capacity is found to increase with
operating temperatures below 60°C.

While we make use of a specific microheat pipe, which is an
MHP of cross-sectional shape of an equilateral triangle and geo-
metrical parameters listed in Table 1, when our computations re-
quire one, the validity of our conclusion on the dominant role of
the ratio � /�l is not limited to this particular MHP. Of the three
factors on the right hand side of Eq. �20�, only the integral is a
function of the shape of the cross section, which can be any regu-
lar polygon, through the shape dependent constant sfl. Although
the value of this integral depends on what polygon is assumed for
the MHP’s cross section, its functional dependence on the operat-
ing temperature can be seen to be always similar to those depicted
in Fig. 3. Thus, our conclusion on the dominant role of the ratio
� /�l, in setting the trend of the heat transport capacity is valid for
all MHPs of cross section in the form of a regular polygon and,
one may intuit, MHPs of other cross-sectional shapes as well.
Finally, our conclusion on the qualitative effects of the gravity
number Ga on the heat transport capacity is also valid for MHPs
of arbitrary cross section and axial length scales, for the reason
that the arguments leading to this conclusion are independent of
geometry.

Nomenclature
A � cross-sectional area

CK � constant in Eq. �3�
Ca � capillary number

Camax � dimensionless heat transport capacity
Dh � hydraulic diameter

g � gravitational acceleration
Ga � gravity number
hfg � latent heat of evaporation
K � permeability
k � relative permeability
L � length of micro heat pipe

La � length of adiabatic section
Le � length of evaporator section
Lc � length of condenser section
ṁ � mass flow rate
m̂ � as defined in Eq. �9�
M � mass of working fluid

M̂ � charge level

M̂opt � optimal charge level
N � number of corners
p � pressure

qc � rate of heat flow across a unit length of
condenser

qe � rate of heat flow across a unit length of
evaporator

Q � rate of heat transport
R � radius of curvature of liquid-vapor interface
s � volume fraction occupied by liquid phase
T � temperature
u � velocity
w � side of triangle
x � distance from evaporator end
x̂
 � dimensionless x
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reek Symbols
� � viscosity ratio
� � angle of inclination
	 � contact angle
� � dynamic viscosity
� � kinematic viscosity
� � mass density
� � surface tension

 � half angle of a corner
� � angular parameter defined in Eq. �17�

ubscripts
cl � capillary limit
fl � onset of flooding
l � liquid
v � vapor
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Non-Newtonian Natural
Convection Along a Vertical
Heated Wavy Surface Using a
Modified Power-Law Viscosity
Model
Natural convection of non-Newtonian fluids along a vertical wavy surface with uniform
surface temperature has been investigated using a modified power-law viscosity model.
An important parameter of the problem is the ratio of the length scale introduced by the
power-law and the wavelength of the wavy surface. In this model there are no physically
unrealistic limits in the boundary-layer formulation for power-law, non-Newtonian fluids.
The governing equations are transformed into parabolic coordinates and the singularity
of the leading edge removed; hence, the boundary-layer equations can be solved straight-
forwardly by marching downstream from the leading edge. Numerical results are pre-
sented for the case of shear-thinning as well as shear-thickening fluid in terms of the
viscosity, velocity, and temperature distribution, and for important physical properties,
namely, the wall shear stress and heat transfer rates in terms of the local skin-friction
coefficient and the local Nusselt number, respectively. Also results are presented for the
variation in surface amplitude and the ratio of length scale to surface wavelength. The
numerical results demonstrate that a Newtonian-like solution for natural convection ex-
ists near the leading edge where the shear-rate is not large enough to trigger non-
Newtonian effects. After the shear-rate increases beyond a threshold value, non-
Newtonian effects start to develop. �DOI: 10.1115/1.2977556�

Keywords: natural-convection boundary layer, non-Newtonian fluids, modified power
law, wavy surface
Introduction
The major motivation for studying the dynamics of non-

ewtonian power-law fluids is their importance in many practical
pplications. The interest in heat transfer problems involving
ower-law, non-Newtonian fluids has grown in the past half cen-
ury. A sequence of excellent lectures on non-Newtonian fluids
as given by Hinch �1�. It appears that Acrivos �2�, a frequently

ited paper, was the first to consider boundary-layer flows for such
uids. Since then, a large numbers of papers have been published
ue to their wide relevance in chemicals, foods, polymers, molten
lastics and petroleum production, and various natural phenom-
na. A complete survey of this literature is impractical; however, a
ew items are listed here to provide starting points for a broader
iterature search �3–15�.

Two common mistakes often appear in papers that study bound-
ry layers of power-law, non-Newtonian fluids. The first is that
ew authors recognize that their approach introduces a length
cale into their formulations; consequently, boundary-layer prob-
ems with power-law, non-Newtonian fluids cannot have self-
imilar solutions. Nevertheless, it is a common practice to ignore
he dependence on the streamwise coordinate. It has been demon-
trated in Ref. �16� that such a self-similar solution is actually
nly valid at the leading edge of the boundary layer. The similar-
ty solution is a natural upstream condition, which is needed to
ntegrate boundary-layer equations along the streamwise direction
rom the leading edge. Here it should be mentioned that normal

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 4, 2008; final manuscript received

une 17, 2008; published online October 21, 2008. Review conducted by Ben Q. Li.

ournal of Heat Transfer Copyright © 20
length and the velocity scale are independent of the surface wave-
length. For the Newtonian fluids the axial length scale is the
wavelength but it is not true for the non-Newtonian fluids. For this
reason there is no similarity solution for any wavy surface of
Newtonian or non-Newtonian fluids. However, solution at the
leading edge of the wavy surface is the necessary boundary con-
ditions for integrating the other solutions within the boundary
layer, which is done successfully by using the modified power-law
model.

The second concern is related to the unrealistic physical result,
introduced by the traditional power-law correlation, that viscosity
either vanishes or becomes infinite in the limits of large or small
shear-rates, respectively. This usually occurs at the leading edge
of a flat plate or along the outer edge of boundary layers where the
boundary layer matches the outer inviscid flow. Thus, power-law
correlations introduce nonremovable singularities into boundary-
layer formulations for an infinite or zero viscosity. Without recog-
nizing the cause of such unrealistic conditions, a false starting
process has been used to integrate boundary-layer equations from
slightly downstream of the leading edge in order to avoid the
irremovable singularity there �10,11�, or sometimes complex
multilayer structures have been introduced to overcome math-
ematical difficulties in order to obtain solutions of a nonphysical
formulation �14,15�.

The recently proposed modified power-law correlation is
sketched for various values of the power index n in Fig. 2. It is
clear that the new correlation does not contain the physically un-
realistic limits of zero and infinite viscosity displayed by tradi-
tional power-law correlations �2�. The modified power-law, in
fact, fits data well. The constants in the proposed model can be

fixed with available measurements and are described in detail in

JANUARY 2009, Vol. 131 / 012501-109 by ASME
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ef. �16�. The boundary-layer formulation on a flat plate is de-
cribed and numerically solved in Ref. �16�, and the associated
eat transfer for two different heating conditions is reported in
ef. �17� for a shear-thinning fluid. In Refs. �18,19�, this analysis

s extended to fluids whose power-law indices are 0.6, 0.8, 1, 1.2,
nd 1.4 in order to fully demonstrate the effect of non-Newtonian
uids. In this investigation, the behaviors of both shear-thinning
nd shear-thickening fluids on the natural-convection laminar flow
long a vertical wavy surface with uniform surface temperature
re studied by choosing the power-law index as n
=0.6,0.8,1 ,1.2,1.4� in order to fully demonstrate the perfor-
ance of various non-Newtonian fluids.

Formulation of Problem
A steady laminar boundary layer of a non-Newtonian fluid

long a vertical wavy surface with uniform surface temperature
as been studied. The kinematic viscosity � depends on shear-rate
nd is correlated by a modified power-law. We consider shear-
hinning and shear-thickening situations of non-Newtonian fluids.
ere Tw is the surface temperature and Tw�T�, where T� is the

mbient temperature of the fluid. The boundary-layer analysis out-
ined below allows the shape of the wavy surface, ��x̂�, to be an
rbitrary, and first suggested in Refs. �20,21�. In this paper, our
etailed numerical computation of a sinusoidal wavy surface has
een chosen and described by

ŷw = ��x̂� = �̂ sin�2�l

�

x̂

l
� �1�

here �̂ is the amplitude of the waviness, � is the wavelength of
he wavy surface, and l is the characteristic length scale of power
aw, which is defined later. The geometry of the wavy surface and
he coordinate system are shown in Fig. 1.

The governing equations for the flow and heat transfer are

�û

�x̂
+

�v̂

�ŷ
= 0 �2�

û
�û

�x̂
+ v̂

�û

�ŷ
= −

1

�

�p̂

�x̂
+ � · �� � û� + g	�T − T�� �3�

û
�v̂

ˆ
+ v̂

�v̂
ˆ

= −
1

�

�p̂

ˆ
+ � · �� � v̂� �4�

Fig. 1 Physical model and coordinate system
�x �y �y
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û
�T

�x̂
+ v̂

�T

�ŷ
=

k

�Cp
�2T �5�

where �û , v̂� are velocity components along the �x̂ , ŷ� axes, T is
the temperature, p̂ is the pressure of the fluid, g is the acceleration
due to gravity, 	 is the thermal expansion coefficient, k is the
thermal conductivity, and Cp is the specific heat at the constant
pressure. The viscosity is correlated by a modified power-law,
which is

� =
K

�
� �û

�ŷ
�n−1

for 
̄1 � � �û

�ŷ
� � 
̄2 �6�

The constants 
̄1 and 
̄2 are threshold shear-rates, � is the density
of the fluid, and K is a dimensional constant, the dimension of
which depends on the power-law index n. The values of these
constants can be determined by matching with measurements.
Outside of the above range, viscosity is assumed constant; its
value can be fixed with data given in Fig. 2.

The boundary conditions for the present problem are

û = 0, v̂ = 0, T = Tw at ŷ = ŷw = ��x̂�

û = 0, T = T�, p̂ = p� as ŷ → � �7�

The required upstream conditions will be provided later. We now
introduce the following nondimensional transformations:

x =
x̂

l
, y =

ŷ − ��x̂�
l

Gr1/4, u =
l

�1
Gr−1/2û

p =
l3

��1
2Gr−1p̂, v =

l

�1
Gr−1/4�v̂ − �xû�

� =
T − T�

Tw − T�

, �x =
d�̂

dx̂
=

d�

dx
, D =

�

�1

Gr =
g	 � Tl3

�1
2 ,  =

l

�
�8�

where �1 is the reference viscosity at 
̄1, � is the dimensionless
temperature of the fluid, Gr is the Grashof number, and  is the
ratio of the length of power law and the surface wavelength. Us-
ing Eq. �8� in Eqs. �2�–�5�, we get the following nondimensional
equations as Gr→�:

�u
+

�v
= 0 �9�

Fig. 2 Modified power-law correlation for the power-law index
n „=0.6, 0.8, 1.0, 1.2, and 1.4… while �1=0.1 and �2=105
�x �y
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�x
+ v

�u

�y
= −

�p

�x
+ �xGr1/4�p

�y
+ �1 + �x

2�D
�2u

�y2

+ �1 + �x
2�

�D

�y

�u

�y
+ � �10�

�x�u
�u

�x
+ v

�u

�y
� + �xxu

2 = − Gr1/4�p

�y
+ �x�1 + �x

2�D
�2u

�y2

+ �x�1 + �x
2�

�D

�y

�u

�y
�11�

u
��

�x
+ v

��

�y
=

1

Pr
�1 + �x

2�
�2�

�y2 �12�

D =
K

��1
��1

l
Gr3/4�n−1� �u

�y
�n−1

= C� �u

�y
�n−1

�13�

he length scale associated with the non-Newtonian power-law is

l = � C�

K�1
n�1/2�n−1� 1

�g	 � T
�14�

t can easily be seen that the convection induced by the wavy
urface is described by Eqs. �9�–�12�. We further notice that Eq.
11� indicates that the pressure gradient along the y-direction is of
�Gr−1/4�, which implies that lowest order pressure gradient along

he x-direction can be determined from the inviscid flow solution.
owever, this pressure gradient is zero since there is no externally

nduced freestream. On the other hand, Eq. �11� shows that
r−1/4�p /�y is of O�1� and is determined by the left-hand side of

his equation. Thus, the elimination of �p /�y from Eqs. �10� and
11� leads to

u
�u

�x
+ v

�u

�y
= �1 + �x

2�
�

�y
�D

�u

�y
� −

�x�xx

1 + �x
2u2 +

1

1 + �x
2�

�15�

he corresponding boundary conditions are

u = v = 0, � = 1 at y = 0

u = 0, � = 0 as y → � �16�

ow we introduce the parabolic transformation

X = x, Y =
y

�4x�1/4 , U =
u

�4x�1/2 , V = �4x�1/4v �17�

ubstituting variables �17� into Eqs. �9�, �15�, �12�, and �13� leads
o

�4X�
�U

�X
+ 2U − Y

�U

�Y
+

�V

�Y
= 0 �18�

�4X�U
�U

�X
+ �V − YU�

�U

�Y
+ �2 +

4X�x�xx

1 + �x
2 �U2

= �1 + �x
2�

�

�y
�D

�U

�y
� +

1

1 + �x
2� �19�

�4X�U
��

�X
+ �V − YU�

��

�Y
=

1

Pr
�1 + �x

2�
�2�

�Y2 �20�
nd
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D =	
1, 


 � 
1

� 



1
�n−1

, 
1 � 


 � 
2

�
2


1
�n−1

, 


 � 
2
� where 
 = �4X�1/4�U

��

�21�
The correlation �21� is almost identical to the one proposed in Ref.
�16�. This correlation shows that, if the shear-rate 


 lies between
the threshold shear-rates 
1 and 
2, the non-Newtonian viscosity,
D, varies with the power-law of 
. On the other hand, if the
shear-rate 


 does not lie within this range, then the non-
Newtonian viscosities are different constants, as shown in Fig. 2.
This is a property of many measured viscosities.

Equations �18�–�20� can be solved by marching downstream
with the leading-edge condition satisfying the following differen-
tial equations, which are the limits of Eqs. �18�–�20� as X→0.

2U − Y
�U

�Y
+

�V

�Y
= 0 �22�

�V − YU�
�U

�Y
+ 2U2 = �1 + �x

2�
�

�Y
�D

�U

�Y
 +

1

�1 + �x
2�

� �23�

�V − YU�
��

�Y
=

1

Pr
�1 + �x

2�
�2�

�Y2 �24�

The corresponding boundary conditions are

U = V = 0, � = 1 at Y = 0 �25a�

U → 0, � → 0 as Y → � �25b�
Equations �18�–�20� and �22�–�24� are discretized by a central-
difference scheme for the diffusion term and a backward-
difference scheme for the convection terms. Finally we get an
implicit tridiagonal algebraic system of equations, which can be
solved by a double-sweep technique. The normal velocity is di-
rectly solved from the continuity equation. The computation is
started at X=0 and marches to downstream to X=100. After sev-
eral test runs, converged results are obtained by using �X
=0.0025 and �Y =0.005.

In practical applications, the physical quantities of principle
interest are the local skin-friction coefficient Cf and the local Nus-
selt number Nu, which are

Cf�Gr/4X�1/4 = ��1 + �x
2��D

�U

�Y


Y=0
�26�

Nu�Gr/4X�−1/4 = − ��1 + �x
2�� ��

�Y
�

Y=0
�27�

3 Results and Discussion
The numerical results are presented for the non-Newtonian

power-law of shear-thinning fluids �n=0.6,0.8� and the shear-
thickening fluids �n=1.2,1.4� along with Newtonian fluid �n
=1.0� while Prandtl number, Pr=100. Based on the experimental
data of Hinch �1� the threshold shears 
1 and 
2 have been chosen
as 0.1 and 105, respectively. The obtained results include the vis-
cosity, velocity, and temperature distribution as well as the wall
shear stress in terms of the local skin-friction coefficient,
Cf�Gr /4X�1/4 and the rate of heat transfer in terms of the local
Nusselt number, Nu�Gr /4X�−1/4 for the wide range of the power-
law index n �=0.6,0.8,1.0,1.2,1.4�, ratio of the length of power
law and the surface wavelength,  �=0.5,1.0,2.0�, and ratio of the
amplitude of surface waviness and the wavelength, �

�=0.0,0.1,0.3�.
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Figures 3�a� and 3�b� illustrate the viscosity distribution for the
ifferent power-law indices n �=0.6,0.8,1.0,1.2,1.4� for the se-
ected X locations while �=0.3 and =1.0. Near the leading edge
he viscosity is constant, D=1.0, which means that there is no
on-Newtonian effect near the leading edge due to the small
hear-rate. From Fig. 3, it is seen that the non-Newtonian effects
ctivated after the leading edge and exist in the far downstream
egion. The U and V velocity components are recorded at X=1.0
nd 100.0 and presented in Figs. 4�a� and 4�b� and Figs. 5�a� and
�b�, respectively, for �=0.3 and =1.0. These figures show that
or shear-thinning fluids n �=0.6,0.8�, the velocity increases due
o the decrease in viscosities; consequently, the boundary layer
ecomes thinner. On the other hand, for shear-thickening fluids n
=1.2,1.4�, the velocity decreases and the boundary layer is thick-
ned as the fluid becomes more viscous.

Figures 6�a� and 6�b� depict the corresponding temperature dis-
ributions. At X=1.0, the variation in temperature is very small
ince near the leading edge the non-Newtonian effect is very
mall, as shown in Fig. 3�a�. At the downstream region, in the
ase of shear-thinning fluids, the variation in temperature in the
oundary layer is smaller than that of the shear-thickening non-
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Newtonian fluids and hence the thermal boundary layer becomes
thinner for shear-thinning fluids and thicker for shear-thickening
fluids.

The velocity distributions at the crest and trough of the wavy
surface are presented in Figs. 7�a� and 7�b� while Pr=100, n
=0.6, �=0.3, and =1.0. At the crest of the wavy surface the
velocity is higher than the surface trough region since the wavy
surface induces a local approaching and leaving flow slightly
downstream of the trough and slightly upstream of the crest of the
wavy surface. This agree with the observation of natural convec-
tion for Newtonian fluids studied in Ref. �20�.

The effect of the ratio of power-law length scale and the surface
wavelength  �=0.5,1.0,2.0� on the local skin-friction coefficient
Cf�Gr /4X�1/4 and the local Nusselt number Nu�Gr /4X�−1/4 are
shown in Figs. 8�a� and 8�b�, respectively, while �=0.3 and n
=0.6 �shear-thinning case�. Due to the variation in , the period of
the wavy surface changes and the corresponding wavelength of
the local skin-friction coefficient Cf�Gr /4X�1/4 and the local Nus-
selt number Nu�Gr /4X�1−4 changes. For all  the wavelength of
the local skin-friction coefficient Cf�Gr /4X�1/4 and the local Nus-
selt number Nu�Gr /4X�1/4 is half that of the wavy surface. From
Fig. 8�b�, it is observed that for =0.5 the amplitude of the local
Nusselt number increases while =1.0 and 2.0 gradually decrease
the amplitude.

Figures 9�a� and 9�b� depict the local skin-friction coefficient
Cf�Gr /4X�1/4 and the local Nusselt number Nu�Gr /4X�−1/4 for the
surface waviness � �=0.0, 0.1, 0.3� while n=1.4 �shear-thickening
case�. From these figures it is found that the skin-friction coeffi-
cient and the Nusselt number are smaller than those of the corre-
sponding flat plate. Here it should be mentioned that a roughened
surface is much better than the flat plate for designing any heat
transfer device since the total rate of heat transfer from the rough-
ened surface is always much larger than that for the flat plate,
which is mentioned in Refs. �20–23�.

The effect of the non-Newtonian power-law index n �=0.6, 0.8,
1.0, 1.2, 1.4� on the variation in the local skin-friction coefficient
Cf�Gr /4X�1/4 and the local Nusselt number Nu�Gr /4X�−1/4 is il-
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Fig. 6 Temperature distribution at „a… X=1.0 and „b… X=100
while Pr=100, �=0.3, and �=1
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ustrated in Figs. 10�a� and 10�b� for �=0.3 and =1.0, respec-
ively. The results from these figures clearly show that the local
kin-friction coefficient decreases and the local Nusselt number
ncreases for the shear-thinning fluids n �=0.6, 0.8�; the opposite
henomena happen for shear-thickening fluids n �=1.2, 1.4�.

Conclusions
The proposed modified power-law correlation fits well with the

ctual measurement of viscosities for non-Newtonian fluids; con-
equently it does not contain physically unrealistic limits of zero
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ournal of Heat Transfer
and infinite viscosity introduced into the boundary-layer formula-
tion by the traditional power-law model. The problems associated
with the nonremoval singularity introduced by the traditional
power-law correlations do not exist for the modified power-law
correlation proposed in this paper. Therefore, the proposed modi-
fied power-law correlations can be used to investigate other heat
transfer problems for shear-thinning or shear-thickening non-
Newtonian fluids in boundary layers. The fundamental mechanism
is that the effect of non-Newtonian fluids eventually becomes
dominant when shear-rate increases within the threshold shear
limits.

Nomenclature
C � constant

Cf � dimensionless skin-friction coefficient
Cp � specific heat at constant pressure
D � nondimensional viscosity of the fluid

Gr � Grashof number
K � constant
k � thermal conductivity
l � reference length scale of the plate
n � non-Newtonian power-law index

Nu � Nusselt number
P � pressure of the fluid

�û , v̂� � fluid velocity components in the �x̂ , ŷ� direc-
tions, respectively

�U ,V� � dimensionless fluid velocity components in the
�X ,Y� directions, respectively

T � dimensional temperature of the fluid
T� � ambient temperature

Greek

 � shear-rate
� � fluid density
� � viscosity of the non-Newtonian fluid
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Fig. 10 „a… Skin-friction coefficient, „b… Nusselt number, and
„c… average Nusselt number for the different n while Pr=100,
�=0.3, and �=1.0
�1 � reference viscosity of the fluid
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� � amplitude of the wavy surface
	 � thermal expansion coefficient
� � wavelength of the wavy surface
� � dimensionless temperature of the fluid

��x� � wavy surface defined in Eq. �1�
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A Vector Form Exchange-Area-
Based Method for Computation of
Anisotropic Radiative Transfer
Exchange-area-based methods (EAMs), such as the zonal method, the combined Monte-
Carlo and zonal method, etc., are widely used in the numerical computation of thermal
radiative transfer. In view of their inefficiency in treating with the anisotropy of radiation,
researchers have been devoted to developing generalized models (GEAMs). In this article
a vector form GEAM is proposed, which has concise formulations, and is found to be
very efficient for handling the anisotropic scattering and reflection. In the model some
vectorlike weighted-summations take account of the directional distribution of radiant
energy. The summations give rise to correction coefficients to the radiosities. The heat
transfer problem is solved by a coupled computation of the radiosities and the correction
coefficients. The model was validated by both a one-dimensional and a three-dimensional
benchmark radiation problem. The computational time is decreased to an order of that
for computing isotropic radiation by conventional EAM. Such high efficency has never
been achieved by the GEAMs proposed to date. �DOI: 10.1115/1.2994763�

Keywords: exchange-area, generalized model, zonal method, radiative heat transfer, an-
isotropic scattering and reflection, two-step method
Introduction
The exchange-area-based methods �EAMs� are widely used in

he numerical computation of radiative transfer �1,2�. By these
ethods, the computation includes generally two steps. The first

tep is to calculate the exchange-area �EA, or say view factor� that
easures the exchange relations of radiant energy between every

wo elements. Many methods can be used to calculate the EA
ncluding, e.g., the zonal method �3,4�, REM2 �5�, and the Monte-
arlo method �6�, etc. By the use of the exchange-area the second

tep is to solve the radiative transfer problem in a certain math-
matic scheme that takes into account the effects of particle scat-
ering and wall reflection.

EAMs are widely used partially due to its simplicity. For a
edium with constant radiative properties, heat transfer calcula-

ion becomes a simple algebraic operation over the elements as
oon as EA is known. The disadvantage of EAM are yet multiple,
ne of which is the difficulty in managing the anisotropy effect in
adiation, such as the anisotropic scattering and the nondiffuse
all reflection. For this issue, researchers �7–10� have developed

he so-called generalized method �GEAM�. However, the models
hat were proposed suffer from operating either a too large matrix
7,8� or too many equations that need to be solved �9,10� besides
he mathematic complexity. In the methods the radiosity emitted
rom an element is generally taken as a function of the emitting-
bsorbing counterpart so that it seems unavoidable to solve L2

ariables for a system composed of L elements. When deriving
he total-exchange-area �TEA� one has to follow the middle pro-
esses of anisotropic scattering and reflection by quite compli-
ated mathematics. From an engineering viewpoint it is not prac-
ical at all even for the computation to use a moderate-scale mesh.

In the current work we propose a vector form EAM that is
ased on different mathematics. In the model the radiosity of an
mitting element is no longer expressed one by one for every
bsorbing element, rather it is given by a unique value multiplied
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by a correction coefficient. The correction coefficient takes ac-
count of the directional distribution of the anisotropic radiant en-
ergy, which is obtained by some vectorlike summations of inci-
dent radiosities. The overall effects of the multiple scattering and
reflection processes are approximated by iterative algorithms. In
comparison with the aforementioned GEAMs the current model
has a concise expression and calls for quite light computation
efforts that are comparable to what the computation takes for solv-
ing isotropic radiative heat transfer problems.

Section 2 presents the theoretical formulation of the model.
Numerical results for benchmark computations are reported in
Sec. 3. Comments for the application of the model are given in
Sec. 4.

2 Theoretical Formulation
Considered is a radiative element of a participating medium,

where the radiation intensity I at a position r in a direction ŝ can
be formulated as

dI�r, ŝ�
dS

= − �� + �s�I�r, ŝ� + �Ib�T� +
�s

4�
�

4�

I�r, ŝ����ŝ · ŝ��d�

�1�

Equation �1� is the radiative transfer equation �RTE�, where � and
�s are the absorption and scattering/reflecting coefficients, respec-
tively. ��ŝ · ŝ�� is a phase function, whereas ŝ� denotes an inci-
dence direction. Supposing that a wall surface has an emissivity of
�, and a reflectivity of �, in favor of analysis we define an extinc-
tion coefficient � and a scattering/reflection albedo 	, i.e., �=�
+�s, 	=�s /� for medium elements, and �=�+�=1 and 	
=� /� for surfaces. A system composed of N volume elements and
M surfaces is said to have L elements that L=M +N. Supposing
that the elements are pure-absorbing with equivalent absorptivities
of �i �i=1,2 , . . . ,L�, one can determine the direct-exchange-area
�DEA� Dij �i , j=1,2 , . . . ,L�. The discussion hereafter focuses on

the approaches of radiative transfer computation by use of Dij.

JANUARY 2009, Vol. 131 / 012701-109 by ASME
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2.1 Brief Review of EAM for Isotropic Radiative Transfer
nd Old GEAM Models. Since GEAM inherits the essentials of
he conventional EAM �3� regarding the treatment of scattering
nd reflection, we recount here the formulations of EAM briefly.
he gross radiosity FiWi of an isotropically scattering/reflecting
lement i is a sum of self-emission Fi�1−	i�Eb,i and the scattered/
eflected radiation 	i� j=1

L DjiWj, i.e.,

FiWi = Fi�1 − 	i�Eb,i + 	i�
j=1

L

DjiWj �2�

here Fi is related to the element’s volume or area, which is Fi
4�Vi for a medium element and Fi=Ai for a surface, Wi is the
ross radiosity, and Eb,i denotes the black body emissivity that

b,i=�Ti
4. Consequently the net heat generation FiQi of the ele-

ent i can be derived from energy conservation

FiQi = Fi�1 − 	i�Eb,i − �1 − 	i��
j=1

L

DjiWj �3�

f the temperature Ti is given, one can solve Eq. �2� for the gross
adiosity Wi, so as to obtain the net heat generation Qi from Eq.
3�. If otherwise the radiative equilibrium is assumed, Qi is given,
o that substituting Eq. �3� into Eq. �2� for Eb,i yields

FiWi = FiQi + �
j=1

L

DjiWj �4�

ne can still solve the unknown temperatures and the heat ex-
hange by using the equation group composed of Eqs. �2� and �4�.

One can also deduce TEA from Eq. �2� if it is involved. This is
ttained by making Eb,ie

=1 for a specified emissive element ie,
nd Eb,j =0 �j� ie� for the others so as to solve Eq. �2� for specific
adiosities Wj�ie�. TEA is given by Eq. �5�, reading

Ciej = �1 − 	 j��
k=1

L

DkjWk�ie� �5�

t is needed to solve Eq. �2� for L times to obtain all Cij. TEA can
lso be given explicitly by use of an inverse matrix �4,8�, but the
omputation effort for deriving the inverse matrix are equivalent.

For an anisotropic medium the radiosity varies with the direc-
ion that Wi=Wi��� making its value different for different ab-

Fig. 1 Schematics of the concepts for
GEAM
orbing elements. The radiosity is taken as a vector function of the

12701-2 / Vol. 131, JANUARY 2009
emitting-absorbing counterpart in �7–10�, so that it is rewritten in
discrete form as Wij �i , j=1,2 , . . . ,L� for an absorbing element j.
For example in Ref. �10� Eq. �2� is transformed into

FiWij = Fi�1 − 	i�Eb,i + 	i�
k=1

L

DkiWki��ŝk� · ŝ j� �6�

It worth mentioning that Wij is a discrete expression of Wi��� at
the direction pointing to the element j rather than the radiosity
portion absorbed by it. Here considered is the anisotropy of
reflection/scattering and hence the directional variation of Wi
arises from the second right hand side �rhs� term only. It is not
difficult to include the anisotropy of self-emission if any.

Likewise Eqs. �3� and �4� are transformed into

FiQi = Fi�1 − 	i�Eb,i − �1 − 	i��
j=1

L

DjiWji �7�

FiWij = FiQi + �1 − 	i��
k=1

L

DkiWki + 	i�
k=1

L

DkiWki��ŝk� · ŝ j� �8�

Equations �6�–�8� can be solved without theoretical difficulty
�the details can be found in Refs. �9,10��, but problems consist in
the computational time. It is noted that the number of the un-
known Wij is L2, which makes a program solve the
L-dimensional-equation-group of Eqs. �6� and �8� L times for the
heat transfer calculation, and L2 times for TEA solutions. That
means the computational time is L-order of that for solving an
isotropic radiation problem. This order increases with element
number making it prohibitive to compute radiation using even a
moderate-scale mesh.

2.2 A Vector Form GEAM. On the assessment of the scat-
tering term of an element i in Eq. �1�, one straightforward way is
that for an incident radiosity from each element j we distribute the
scattered radiation to all the L elements in the system �Fig. 1�a��.
This requests at least L2 times of operations for each element i,
which gives rise to a quite time-consuming computation. It will be
much more efficient if the scattered energy, after a certain kind of
summation, could be distributed in a whole way �Fig. 1�b�� be-
cause this takes only an order of L-times operations. In other

treatment of anisotropic scattering by
the
words, the former method is equivalent to solving for Wij for
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very emitting element i and absorbing element j one by one, and
he latter is to solve for Wij only once for an emitting element i
nd distribute the radiosity in an explicit manner.

Note that most of the phase functions of particle scattering and
all refection can be approximated, with very few exceptions, by
olynomials of a cosine 
=cos �, where � is the angle between
he scattering vector ŝ= �s1 ,s2 ,s3� and the incident vector ŝ�
�s1� ,s2� ,s3��. This includes the linear scattering, the Mie scattering,

he Rayleigh scattering, the Delta–Eddington scattering, etc. �11�.
ven for the few exceptions the phase functions can also be trans-

ormed into a series of 
 by the Taylor or Fourier expansion. As
n instance, the exact Mie scattering phase is expressed by an
xpansion in Legendre polynomials of the first kind, Pm�
�,

��
� = 1 + �
m=1

�

amPm�
� �9�

here

P1�
� = 
, P2�
� = �3
2 − 1�/2, P3�
� = �5
3 − 3
�/2, . . .

�10�

nd am are constants.
It turns out that in Cartesian coordinates


 = ŝ · ŝ� = s1s1� + s2s2� + s3s3� �11�

he current model is formulated by use of the single radiosity Wi
or an element i being discussed. Of the radiant energy from an
lement i the portion that is absorbed by j is

DijWij = DijWif i�ŝ j� �12�

here the coefficient f i�ŝ� is a correction to Wi in terms of the
nisotropic distribution of the radiosity. The scattered/reflected ra-
iosity into the direction ŝ is

Si�ŝ� = �
j=1

L

DjiWjf j�ŝi� · ��ŝ · ŝ j��

= �
j=1

L

DjiWjf j�ŝi� · �1 + �
m=1

�

amPm�
 j�� �13�

ubstituting Eqs. �10�–�12� into Eq. �13� we arrive at

Si�ŝ� = b0i,0 + b1�
�=1

3

i,� · s� + b2 �
�,�=1

3

i,�� · s�s� + ¯ �14�

here � ,�=1,2 ,3 and

b0 = �1 − a2/2 + ¯ �, b1 = �a1 + ¯ �, b2 = �3a2/2 + ¯ �, ¯

i,0 = �
j=1

L

DjiWjf j�ŝi�, i,� = �
j=1

L

DjiWjf j�ŝi�s�,j� �15�

i,�
 = �
j=1

L

DjiWjf j�ŝi�s�,j� s�,j� , ¯

quation �14� takes the form of 3-variable polynomials of ŝ
�s1 ,s2 ,s3� that have coefficients relying on the weighted-

ummations of the incident radiosities. Although the radiosities
re scalars, the weights that are obtained by vectorlike summa-
ions taking account of the directional distribution of the incident
adiosities in a physical sense. Likewise, the other phase functions
an also be cast into the 3-variable polynomials in a similar fash-
on. By Eq. �14� it is convenient to sum up the incident radiosities
n advance and then distribute the scattered energy in a whole

anner later. This means that we have readily found a way to

ssess the scattering/reflecting term by L-order operations �Fig.

ournal of Heat Transfer
1�b��.
Substitution of Eq. �14� into Eq. �6� leads to

FiWif�ŝ j� = Fi�1 − 	i�Eb,i + 	iSi�ŝ j� �16�

The radiosity Wi is

Wi = �1 − 	i�Eb,i + �	i�
j=1

L

DjiWjf j�ŝi��	 Fi �17�

The correction f i�ŝ j� becomes accordingly

f i�ŝ j� = Wij/Wi = ��1 − 	i�Eb,i + 	iSi�ŝ j�/Fi�/Wi �18�

The subscripts i and j stand that it is a function of the anisotropic
radiosity Wi and the scattering/reflecting direction ŝ j pointing to
an element j.

In a similar way we are able to rewrite Eqs. �3�–�5� with respect
to anisotropic media. Equation �3� is only concerned with energy
exchange so that

FiQi = Fi�1 − 	i�Eb,i − �1 − 	i��
j=1

L

DjiWjf j�ŝi� �19�

Substituting Eq. �19� into Eq. �16� for Eb,i yields an equation that
corresponds to Eq. �4�, reading

FiWifij = FiQi + �1 − 	i��
j=1

L

DjiWjf j�ŝi� + 	iSi�ŝ j� �20�

where the radiosity Wi is

Wi = Qi + ��
j=1

L

DjiWjf j�ŝi��	 Fi �21�

and the correction f i�ŝ j� becomes

f i�ŝ j� =
Qi + ��1 − 	i��
j=1

L

DjiWjf j�ŝi� + 	iSi�ŝ j��	 Fi�	Wi

�22�

Equation �5� is transformed into

Ciej = �1 − 	 j��
k=1

L

DkjWkfk�ŝ j� �23�

In a previous study, Jiang �12� proposed a scheme regarding the
anisotropic scattering by a simple vector summation, which can be
considered as a linear part of Eq. �14� by truncating the higher-
order terms and is hence conditionally tenable.

As for the wall reflection, the aforementioned formulations are
still applicable once the phase function in Eq. �9� is replaced by a
reflection phase.

2.3 Equation Solving by Traditional Method. Having com-
puted for Dij and the constants bm in Eq. �15�, one can solve this
GEAM by an iterative algorithm �referred to as GEAM-IM here-
after�, which includes in principle three steps: �1� solving for ra-
diosities of the equation group composed by Eq. �17� or by Eqs.
�17� and �21� �2� renewing the corrections f i�ŝ� by Eq. �18� or Eq.
�22� using the new radiositiesm, and �3� repeating the first two
steps until f i�ŝ� and Wi converge at fixed values, so as to output
the solutions for heat exchange and temperature. One suggestion
is that the new values of f i�ŝ� should be normalized with regard to
energy conservation. In Eq. �18� Wij =Wi for ŝ j =0, so that the
coefficients of f i�ŝ j� should be normalized to fit this condition.

2.4 Equation Solving by a Two-Step Method. The problem
can also be solved by a two-step method �TSM� proposed in Ref.
�12�. TSM is based on a concept that the coincident processes of

absorption and scattering/reflection can be separated fictitiously.

JANUARY 2009, Vol. 131 / 012701-3
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ll medium elements and wall surfaces are supposed to be pure-
bsorbing when receiving incident radiation. Afterwards they emit
he scattered/reflected radiation. The absorption of both the initial
nd the secondary radiation can be assessed by DEA. Instead of
quation solving, TSM works by following the absorption and
cattering/reflection processes in a numerical way. The detailed
ormulations, as well as the validation, were given in Ref. �12� so
hat the implementation is briefly described here under the frame
f GEAM. In the following section we present three nested ver-
ions of the model for heat exchange calculation, equilibrium tem-
erature solving, and TEA derivation. They do not differ too much
n computational implementations. We refer this method as
EAM-TSM hereafter.

2.4.1 Heat Transfer Calculation. In this situation the tempera-
ure Ti is known. The initial emissive power of an element is

i
�1�= �1−	i�Eb,i, which is isotropic, making f i�ŝ j�=1. For conve-
ience we define a summation of the initial emissions that Q�

�1�

�i=1
L qi

�1�Fi. The computation procedure includes two steps. �1� At
he first step, every element absorbs the incident radiation qj

�1�

rom the others, and the total absorption of the element i is

Qa,i
�1� = �

j=1

L

Djiqj
�1�f j�ŝi� �24�

he scattered/reflected radiosity Si�ŝ� is derived by substituting

j
�1� into Eq. �14� for Wj.
�2� At the second step, every element emits the scattered/

eflected radiation, which is

qi
�2� = 	iQa,i

�1�/Fi �25�

he new correction to qi
�2� is found to be

f i�ŝ j� = Si�ŝ j�/Qa,i
�1� �26�

his secondary radiation is absorbed again according to Process
1�. The above two processes are repeated until the remaining
econdary radiation are insignificant, i.e., the iteration terminates
t step n if there is

Q�
�n�/Q�

�1� � � �27�

here � is a residual tolerance. Note that the purely absorbed
nergy by the element i is �1−	i�Qa,i

�t� /Fi at every step t �t
1, . . . ,n�, and the initial emissive power is �1−	i�Eb,i, so that

he net heat generation of the element yields

FiQi = Fi�1 − 	i�Eb,i − �1 − 	i��
t=1

n

Qa,i
�t�, i = 1,2, . . . ,L �28�

quation �28� is essentially Eq. �19� with the exception of the
xpression of the second rhs term that stands for total absorption.
n a traditional model the term is estimated by solving equations
or gross radiosity Wj but in TSM it becomes a summation of a
ime series of absorptions. The heat flux divergence is given by
i=FiQi /Vi for a medium element and the heat flux is qi
FiQi /Ai for a surface.

2.4.2 Equilibrium Temperature Solving. This version re-
embles the aforementioned one except that an equation group
omposed of Eqs. �17� and �21� is to be solved. For an element
here the temperature is given �e.g., a boundary surface� the op-

rations are the same as that in Sec. 2.4.1 For an element with an
nknown temperature, which is under radiation equilibrium, Eq.
22� suggests that the initial emission is qi

�1�=Qi with f i�ŝ j�=1.
he total absorption is the same as Eq. �24�, but Eq. �21� suggests
hat the secondary radiosity becomes

12701-4 / Vol. 131, JANUARY 2009
qi
�2� = Qa,i

�1�/Fi �29�

The new corrections are obtained by substituting qj
�1� into Eq. �22�

for Wj. As soon as the whole computation is finished, one can
obtain the gross radiosity Wi, reading,

Wi = �Qi + �
t=1

n

Qa,i
�t��	 Fi �30�

Equation �30� is essentially Eq. �21� apart from the second rhs
term, which is replaced by a summation of a time series of the
secondary absorptions. The blackbody emission, or say the un-
known temperature, can be obtained from Eq. �28� that

Fi�1 − 	i�Eb,i = FiQi + �1 − 	i��
t=1

n

Qa,i
�t� �31�

2.4.3 TEA Derivation. In the TEA calculation, we let the emis-
sive power of a specified element ie be qie

�1�= �1−	ie
� and the

others be qj
�1�=0 �j� ie�. By performing the same procedure as

that in Sec. 2.4.1, one can deduce the TEA between ie and the
other elements, that

Ciej = �1 − 	 j��
t=1

n

Qa,j
�t� �32�

It is necessary to carry out the computation L times for ie
=1,2 , . . . ,L.

Although the two algorithms are mathematically equivalent, in
the computation GEAM-IM needs an additional L2-dimensional
array to deposit the coefficient matrix in Eqs. �17� and �21�.
GEAM-TSM works by only DEA, which calls for the least
memory. As will be shown in the applications, the computation
performances of the two algorithms are determined by a real con-
dition. The convergence speed of GEAM-TSM depends on the
system’s gross absorptivity, which is less efficient for highly scat-
tering media.

In both algorithms, the calculation of the corrections f i�ŝ j� does
not give rise to heavy computations because it is not tedious to
obtain the vector products if the coordinates of the elements are
given. As for self-emitting-absorption �i= j� both the vectors are
ŝ= ŝ�=0 and thus f i�0��1.

3 Applications

3.1 Application to Three-Dimensional Inhomogeneous
Gray Media Contained in a Cube. The discussion is on a cubic
geometry filled with participating media. The coordinates origi-
nate from the center and the computation domain is bounded in
−0.5� �x ,y ,z��0.5. In Ref. �13� several benchmark problems
were discussed, where the radiative transfer occurs between inho-
mogeneous gray media and black walls. The distribution of opti-
cal thickness � �extinction coefficient times the side length� is
given by

��x,y,z� = a�1 −
x
0.5

��1 −
y
0.5

��1 −
z
0.5

� + b �33�

An anisotropic linear phase function is set to the medium, that

��
� = 1 + �
 �34�

where � is a coefficient bounded in �−1,1�. Table 1 lists the pa-
rameters of the two cases being considered. The wall at x=−0.5
has a unit emissive power �T4=1 and the medium is in radiation
equilibrium. In the present study, DEA was calculated by the
Monte-Carlo method, where 1000 rays were traced for every
element.
Here the constants in Eq. �15� is b0=1 and b1=�. The problems
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ere solved by both the GEAM-IM and GEAM-TSM methods.
y using the TSM scheme described in Sec. 2.4.2, the scattering

erm for a volume element at step t becomes

Si�ŝ� = �
j=1

L

Djiqj
�t�f j�ŝi� + ��

�=1

3 �s��
j=1

L

Djiqj
�t�f j�ŝi�s�,j� � �35�

he next step radiosity is given by Eq. �27� with a correction
eading

f i�ŝ j� = ��1 − 	i��
j=1

L

Djiqj
t f j�ŝi� + 	iSi�ŝ j��	Qa,i

�t� �36�

Tables 2 and 3 list the distributions of the equilibrium emissive
ower at Y =Z=0 and the surface heat flux at X=−0.5 and Y =0,
espectively, in comparison with the Monte-Carlo results in Ref.
13�. Case A1 is an optical-thin medium. The domain was divided
nto 93 volume elements. The results are in very close agreements
ith Ref. �13�. Case A2 is characterized by an optical-thick me-
ium. The calculation was performed using a 273 grid. It is also
hown that the results agree with that in Ref. �13� very well.
evertheless the differences of GEAM-IM is somewhat large than
EAM-TSM and the reference.
Compared are the computational time of variant GEAM

chemes relative to that for solving an isotropic radiation problem
Fig. 2�. The computations were conducted in an Altix-350 ma-
hine �4.2GFlops�, where the residual tolerance was set to be
0−6. The linear equations were solved by an incomplete Choleski
onjugated gradient �ICCG� method. By isotropic radiation prob-
em, we mean that the time taken by solving the same problem
ith �=0 where the iteration for deriving f�ŝ� is unnecessary. It is
oted that the computational time taken by both the GEAM-IM

Table 1 Parameters of the benchmark computation cases

Case
Scattering
albedo 	

� in Eq.
�32� a, b in Eq. �31� Boundary conditions

A1 0.9 −1 a=0.9, b=0.1 1 hot /5 cold walls
A2 0.9 1 a=5.0, b=5.0 1 hot /5 cold walls

Table 2 Comparisons of the emissive p

x

A1

MCM �13� GEAM-IM GEAM-T

−4 /9 0.47660 0.47892 0.4789
−3 /9 0.37990 0.37958 0.3797
−2 /9 0.29450 0.30146 0.3014
−1 /9 0.22430 0.22041 0.2203

0 0.16640 0.16274 0.1626
1 /9 0.12120 0.12037 0.1202
2 /9 0.08987 0.09067 0.0905
3 /9 0.06820 0.06819 0.0681
4 /9 0.05326 0.05371 0.0537

Table 3 Comparisons of the surface heat fl

z

A1

MCM �13� GEAM-IM GEAM-T

−4 /9 0.9656 0.9668 0.966
−3 /9 0.9510 0.9514 0.951
−2 /9 0.9387 0.9403 0.940
−1 /9 0.9295 0.9287 0.928

0 0.9253 0.9262 0.926
ournal of Heat Transfer
and GEAM-TSM for solving anisotropic radiation are only a few
times longer than that for isotropic radiation, while the time for
solving the GEAM model of Ref. �10� �i.e., Eqs. �6�–�8�� are
several orders longer. In this sense we state that the present model
is really a practicable GEAM scheme for application. Additionally
in the GEAM model in Ref. �10� it is necessary to take additional
time to calculate the scattering/reflection area.

3.2 Application to a One-Dimensional Purely Scattering
Slab. Considered is a purely anisotropic scattering layer �	=1�
bounded by black walls �Fig. 3�. The medium is composed of N
volume elements and M =2 surface elements �1 and �N+1, so that
the number of elements is L=N+2. Layer thickness is a unit and
the optical thickness is �=��1. Each volume element gi is con-
fined by two virtual surfaces �i and �i+1 located at zi and zi+1. The

er at y=z=0 with the results in Ref. †13‡

A2

MCM �13� GEAM-IM GEAM-TSM

0.64420 0.65379 0.64946
0.48220 0.48696 0.48261
0.35100 0.35819 0.35509
0.24700 0.24836 0.24648
0.16640 0.16743 0.16659
0.10760 0.10771 0.10755
0.06878 0.06829 0.06848
0.04310 0.04271 0.04306
0.02484 0.02469 0.02507

at x=−0.5, y=0 with the results in Ref. †13‡

A2

MCM �13� GEAM-IM GEAM-TSM

0.73260 0.72592 0.73325
0.62550 0.62233 0.62542
0.56670 0.56386 0.56946
0.53450 0.53068 0.53626
0.52340 0.51704 0.52412

Fig. 2 Comparisons of the computational time relative to EAM
for isotropic media
ow
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inear phase function in Eq. �34� is set to the medium. We let �1
nd �N+1 be the first and the L elements, and the volume elements
e the 2 to L−1 elements. Many have computed the TEA C11 by
arious methods �8,9,14–16�, and this case is to demonstrate how
he vector GEAM is applied. However, this special case gives rise
o additional complex in the operation of scattering because here
EA is given in an integrated form so that it is essentially a
uasi-two-dimensional problem.

The DEA between two surfaces �i and � j is given by �3�,

��i� j� = 2�
0

1


 exp�− ��zij/
�d
 �37�

here �zij = zi−zj and 
 is the cosine relative to the z-direction.
pon computation Eq. �37� is thus rewritten as a quadrature

��i� j� = 2�
k=1

K


k exp�− ��zij/
k��
 = 2�
�
k=1

K


kEk��zij�

�38�

here K is the partition number of 
 in �0,1� and Ek��zij�
exp�−��zij /
k�. The DEA for all elements are derived in a se-
uence, i.e.,

Dij = �
k=1

K

Dij
k �39�

here

ig. 3 Purely anisotropic scattering layer bounded by black
alls

Table 4 Total-exchange-area C11 in a purely
=20, K=100

� −1 −0.7 −

0.1 This work 0.1048 0.0988 0.
�7� 0.0987
�8� 0.1050 0.0988

1 This work 0.5143 0.4956 0.
�7� 0.497
�8� 0.5164 0.4967

10 This work 0.9053 0.8979 0.
�7� 0.9026
�8� 0.9089 0.9014
12701-6 / Vol. 131, JANUARY 2009
D1L
k = 2
kEk��z1L��


D1j
k = 2
kEk��z1j��1 − Ek��zjj+1���


DjL
k = 2
kEk��zj+1L��1 − Ek��zjj+1���


Dij
k = 2
kEk��zi+1j��1 − Ek��zjj+1�� · �1 − Ek��zii+1���


i, j = 2,3, . . . ,L − 1 �40�

The self-DEA Dii are obtained by the energy conservation relation
noting that F1=FL=1 and Fi=4��zii+1 for volume elements.

The initial emissive power is taken as q1
�1�= �1−	1�=1 and

qi
�1�=0 �i=2,3 , . . . ,L� to compute C11 by TSM. Given the initial

values f i�ŝ j�=1, the iterative procedures of TSM are performed so
as to give the time series of Qa,i

�t� �t=1, . . . ,n� by Eq. �24�. For gas
elements �i=2,3 , . . . ,L−1� b0=1 and b1=�, Si�ŝ� becomes

Si�
k� = �
j=1

L

qj
�t��

k=1

K

Dji
k f j�ŝk� + � · 
k�

j=1

L

qj
�t��

k=1

K


k�Dji
k f j�ŝk�

�41�

f i�ŝk� = Si�
k�/Qa,i
�t� �42�

In the current one-dimensional frame, the unit scattering vector
ŝ is cast into 
k, which is positive for an element j located at the
right side of i �j� i� and negative for an element at left side �j
� i�. Likewise the incident unit vector ŝ� is taken as 
k�, which is
negative if an emitting element j is located at the right side and
vice versa. For the surfaces �1 and �N+1, we have S1�ŝ�=SL�ŝ�
=� j=1

L qj
�t��k=1

K Dji
k f j�ŝk�. Besides the light computational effort, an

additional advantage of the current GEAM over those in Ref. �8,9�
is that it is not needed to compute for the complex indirect-
exchange-area or scattering-exchange-area.

We used N=20 volume elements and discretized 
 for K
=100 in the computation. The TEA C11 is calculated by Eq. �32�.
Table 4 lists the values of C11 for different optical thicknesses �
and coefficients �. The values are in excellent agreement with
what were given by the other methods �summarized in Ref. �8��.
For future possible validation Fig. 4 diagrams the distribution of
the virtual total absorbed energy �t=1

n Qa,i
�t� , where the residual tol-

erance was taken as 10−8.

4 Conclusions and Remarks
In the current article a vector form GEAM is proposed for

computing the anisotropic radiative transfer. It is based on the
stepwise treatment of the Lengendre polynomials of scattering/
reflecting phase function: first, by making vectorlike summations
of incident radiation and second, by distributing the scattering/

isotropic scattering slab, computed with N

�

0 0.5 0.7 1

7 0.0843 0.0737 0.0694 0.0629
0.0843 0.0694 0.0631
0.0843 0.0695 0.0628

4 0.4464 0.4055 0.3876 0.3588
0.4465 0.3872 0.3577
0.4465 0.3891 0.3619

5 0.8772 0.8585 0.8499 0.8353
0.8828 0.8529 0.8348
0.8804 0.8531 0.8386
an

0.5

094

482

892
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eflection in a gross mode. On the implementation of the model,
he core issue is to derive the vectorlike weighted-summations of
adiant energy. The operations rely on two radiation vectors. One
s the incident radiation vector ŝ�, which is from an emitting ele-
ent. This vector is involved in the expression for Si�ŝ�. The other

ne is the outgoing emitting vector ŝ, which points to an absorb-
ng element and is included in the expression of the correction
oefficient f�ŝ�. In principle the scheme can be readily applied to
ny anisotropic phase function that can be formulated in terms of
he cosine between incidence and scattering/reflection directions.

The model can be solved by both the traditional iterative algo-
ithm and a two-step method. Applications to a one-dimensional
nd a three-dimensional benchmark problem have validated the
odel with showing its high performance in computation.

omenclature

lphabet
a � constant in Eq. �9�
b � constant in Eq. �15�

Cij � total-exchange-area �m2�
Dij � direct-exchange-area, �m2�
Eb � blackbody emissivity, =�T4 �W /m2�

f�ŝ� � correction coefficient to radiosity in terms of
the anisotropic distribution

F � equivalent absorption area �m2�
K � partition number of 


L ,M ,N � numbers of total, surface and medium elements
q � surface heat flux �W /m2�
Q � heat flux divergence �W /m3�

ŝ , ŝ� � scattering and incidence vectors
S�ŝ� � scattering term, see Eq. �14�

ig. 4 Distribution of the virtual absorption �t=1
n Qa,j

„t… of radiant
nergy
ournal of Heat Transfer
T � temperature, �K�
W � radiosity �W /m2�

Greek
� � medium extinction coefficient �m−1�
� � coefficient of linear phase function, see Eq.

�34�

 � cosine of two vectors =ŝ · ŝ�=cos �
� � angle �deg�
� � Stefan–Boltzmann const

=5.67�10−8 �W /m2 K4�
	 � scattering/reflecting albedo
� � optical thickness

� � phase function
 � weighted-summations of incident radiation, see

Eq. �15� �W�

Subscripts and Superscripts
i , j ,k � index of element number

�m� � order of Legendre polynomials,
�t� � index of iteration step

� ,� � index of the components of a three-
dimensional vector
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Radiative Properties of Expanded
Polystyrene Foams
Expanded polystyrene foams are one of the most widely used materials for a building’s
thermal insulation. Owing to their very low density, a substantial proportion of the heat
transfer is due to thermal radiation propagating through their porous structure. In order
to envisage an optimization of their thermal performances, an accurate modeling of their
radiative behavior is required. However, the previous studies on this subject used several
drastic simplifications regarding their radiative behavior (optically thick material) or
their porous morphology (homogeneous cellular material, dodecahedral cells). In this
study, we propose a more accurate model based on a detailed representation of their
complex morphology allowing us to predict their entire monochromatic radiative prop-
erties. We investigated the influence of the different structural parameters on these prop-
erties. We checked the validity of our model by comparing the spectral hemispherical
reflectance and transmittance measured on slabs of foam samples with values predicted
by our model. A good accordance was found globally. �DOI: 10.1115/1.2994764�

Keywords: thermal insulation, EPS foams, radiative heat transfer, extinction coefficient,
scattering
Introduction
Expanded polystyrene �EPS� foams are cellular plastics, which

re mostly used for the thermal insulation of buildings. In addition
o a complex structure exhibiting a double-scale porosity, they are
haracterized by a particularly low density �comprised between
0 kg /m3 and 30 kg /m3�. Even at ambient temperature, the radia-
ive transfer could contribute up to 40% of the total heat trans-
erred. Thus, it is relatively important to model as accurately as
ossible this mode of heat transfer.

Classical methods of modeling of the radiative transfer in po-
ous structures assimilate the porous material to an equivalent
emitransparent medium whose radiative properties accurately
atch the radiative behavior of the material. An extensive review

n this subject, summarizing the results published for numerous
ispersed media, was recently conducted by Baillis and Sacadura
1�. Fibrous materials �2�, glass foams �3�, carbon foams �4�,
acked beds �5�, cellular foams �6�, or metallic foams �7� were the
ost widely studied. Paradoxically, only few studies have focused

n EPS foams, certainly because of their complex porous mor-
hology.

Actually, Glicksman et al. �6� were interested in the modeling
f EPS foams but their work belongs to a more general study
ealing with radiative and conductive transfer through classical
ellular plastics so that they greatly simplified their complex po-
ous structure. Indeed, EPS foams were assimilated to porous ma-
erials with homogeneous cellular structure composed of windows
nd cylindrical struts. Moreover, the densities considered were
uch greater than that of EPS foams.
Kuhn et al. �8� and Placido et al. �9� studied more precisely the

eat transfer through EPS foams. However, like Glicksman et al.
6�, they also considered that the cellular structure is homoge-
eous and composed of pentagonal windows and cylindrical
truts. Thus, they neglected the influence of macroscopic porosi-
ies. Additionally, these studies were especially interested in EPS
oams with relatively high densities.

All of these studies have always considered that the cellular
aterial forming the foam is made of dodecahedral �DODE� cells.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 14, 2007; final manuscript
eceived April 8, 2008; published online October 22, 2008. Review conducted by
alter W. Yuen.

ournal of Heat Transfer Copyright © 20
Moreover, they always used the Rosseland approximation to treat
the radiative transfer, which is a strong simplification of the radia-
tive phenomenon occurring in the material. Actually, the previous
works were especially interested in EPS foams with relatively
high densities for which the assumption of an optically thick ma-
terial �Rosseland approximation� is valid. Then, the authors had
recourse to only one parameter to take into account the radiative
heat transfer: the weighted Rosseland extinction coefficient �

�
*.

That is the reason why their theoretical results did not show good
agreements with experimental measurements for foams with rela-
tively low densities, which could no more be considered as opti-
cally thick materials. Indeed, in this case, the complete radiative
properties appearing in the radiative transfer equation and charac-
terizing the interaction between the radiation and the porous struc-
ture are required. These properties are the spectral extinction co-
efficient ���m−1�, the spectral scattering coefficient ���m−1�, the
spectral absorption coefficient ���m−1�, and the scattering phase
function P����. In our previous study �10� on the modeling of the
coupled one dimensional heat transfer in EPS foams, we have
computed theoretically these entire radiative properties, taking
into account the structural characteristics of EPS foams such as
foam density or cell diameter. However, we were primarily inter-
ested in the evaluation of the global thermal performances and we
did not highlight the variations of the radiative behavior of the
foam. Moreover, we only considered dodecahedral cells.

In the present study, a more specific emphasis is put on radia-
tive heat transfer. We use the model of prediction of the radiative
behavior of low-density EPS foams presented in our previous pa-
per �10� at which we have added two other possible cell shapes in
addition to the dodecahedron: cube and tetrakaidecahedron. This
allowed us to investigate the variations of the entire monochro-
matic radiative properties with the parameters characterizing the
foam �density, cell diameter, bead diameter and macroscopic po-
rosity� and with the cell shapes considered. Finally, we check the
validity of these radiative properties by comparing theoretical and
experimental spectrometric measurements made on several slices
of EPS foams.

2 Structure of EPS Foams
The structure of EPS foams is more complex than a simple

cellular matrix. They are characterized by a double-scale porosity

directly due to their production process. As shown in the photo-

JANUARY 2009, Vol. 131 / 012702-109 by ASME
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raph in Fig. 1, the porous structure is not homogeneous and is
ctually composed of two different types of pores: small cellular
ores �Dcell�100–300 �m� with a regular shape contained in the
olystyrene beads and large pores �D�1 mm� with an irregular
hape corresponding to the interparticle space. The porosity �cell
f the cellular material contained in the beads is very important
�cell�97–99% � whereas the macroporosity, noted �interbead, is
elatively low ��interbead�4–10% �. This macroscopic structure of
he EPS foams could be accurately reproduced by an arrangement
f overlapping spherical particles with diameter Dbead represent-
ng the compressed beads �Fig. 1�a��.

With regard to the cellular medium contained in the compressed
eads, it is composed of perfectly closed cells with homogeneous
hape and size. Moreover, microscopic analysis show that most of
he polymer is contained in the cellular windows and that the
truts of matter generally observed at the junction of two cellular
aces could be neglected in EPS foams. All the previous studies
ssumed that the cellular medium has a dodecahedral shape �pen-
agonal windows�. However, microscopic photographs show win-
ows of different shapes: square, pentagonal, or hexagonal. Then,
he cells are not perfect dodecahedrons. That is the reason why, in
rder to investigate the influence of the shape of the cells, we
odel three different types of cells �Fig. 2�: cubic �CUBE� �square

ig. 1 SEM photographs representing the porous morphology
f EPS: „a… macroscopic structure and „b… cellular structure

ig. 2 Illustration of the different shapes of cells: „a… cubic
ell, „b… dodecahedral cell, and „c… tetrakaidecahedral cell

Table 1 Expression relating the structural p

Dodecahedron

Cell volume Vdode�0.427	Dcell
3

Window area Swin�0.251	Dcell
2

Cell total
window area

Sdode=6	Swin

Sdode�3.0122	Dcell
2

Particles per
unit volume N=

6

Vcell
�

14.006

Dcell
3

Relation �cell /h h�0.2836	 �1−�cell�	Dcell
12702-2 / Vol. 131, JANUARY 2009
faces�, dodecahedron �pentagonal faces�, and tetrakaidecahedral
�TETRA� �square and hexagonal faces�.

To quantify the dimensions of the cells, we use the parameter
Dcell �Fig. 2�. We will assume subsequently that the cellular me-
dium is made of cells of constant shape and dimensions. The
volume of the cell is related to this diameter according to the
shape of the cell considered �Table 1�.

Assuming that the entire polymer is contained in the cell win-
dows of constant thickness h and that h is very small compared
with Dcell, we can express h from Dcell and �cell. The expression
relating the structural parameters are summarized in Table 1.

In conclusion, our representation of the porous structure of EPS
foams is entirely described using five different structural charac-
teristics:

• the bead diameter Dbead
• the macroporosity �interbead
• the cell diameter Dcell
• the porosity of the cellular medium �cell
• the shape of the cell: dodecahedron, cube, or

tetrakaidecahedron

Generally, one prefers to use the density �EPS of the foam in-
stead of �cell given that it could be measured directly. Indeed, we
have

�EPS = �1 − �cell� 	 �1 − �interbeads� 	 �PS

⇔ �cell = 1 −
�EPS

�PS
	 �1 − �interbeads�−1 �1�

3 Modeling of the Radiative Properties of EPS Foams
Radiative heat transfer in 
 low-density porous medium is a

relatively complex problem given that it takes into account not
only the emission and absorption but also the scattering of radia-
tion by the porous material. This radiative behavior may also vary
with the radiation wavelength �. Thus, one has to recourse to
three different spectral characteristics:

• the extinction coefficient ���m−1�,
• the albedo ��=�� /��, and
• the scattering phase function P����

These radiative properties are closely related to the porous mi-
crostructure. For EPS foams, it is necessary to take into account
accurately the real morphology and, especially, the macroscopic
pores, which could represent 10% of the total volume. We use an

meters for the three cell shapes considered

Cube Tetrakaedecaehedron

Vcube=Dcell
3 Vtetr=0.5	Dcell

3

Swin�Dcell
2 Swin,1�0.32476Dcell

2 �hexagon�
Swin,2=0.125Dcell

2 �square�

Scube=6	Swin

Scube=6	Dcell
2

Stetr=8	Swin,1+6	Swin,2

Stetr�3.3480	Dcell
2

=
3

Vcell
=

3

Dcell
3

N1=
4

Vcell
=

8

Dcell
3 �hexagon�

N2=
3

Vcell
=

6

Dcell
3 �square�

�1−�cell�	Dcell

3
h�0.29898	 �1−�cell�	Dcell
ara

N

h=
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nnovative model to determine the extinction, absorption, and
cattering coefficients and the phase functions. It is divided in to
wo stages.

– First, we focus on the equivalent radiative properties �cell,�,
�cell,�, and Pcell,����→��, of the cellular material

– Then, the properties of the entire foam are calculated by
assimilating the foam to an arrangement of overlapping
spherical particles containing a homogeneous absorbing and
scattering medium with known radiative properties

3.1 Equivalent Radiative Properties of the Cellular
edium. In order to compute for the equivalent radiative proper-

ies of porous media, we have assimilated the porous structure to
random arrangement of particles whose shape and size permit us

o reproduce the internal structure. For the cellular medium, we
ssumed that it is made of a cloud of randomly oriented identical
ell windows. Given the very high porosity, we have considered
hat the particles scatter radiation independently. Under these as-
umptions �cell,�, �cell,�, �cell,�, and Pcell,����→�� are calculated
y adding the radiative characteristics of all the different particles
resent in an elementary volume �Ni�. These characteristics are
he absorption cross section Ca,��m2�, the scattering cross section

s,��m2�, the extinction cross section Ce,�=Ca,�+Cs,��m2�, and
he scattering phase function �����. They are computed by ana-
yzing the interaction of the particle with a plane incident wave.

oreover, the characteristics must be averaged over all the pos-
ible directions of the incident wave �sign ���. We then have

�cell,� = �
i

Ni · �Ca,�,i�, �cell,� = �
i

Ni · �Cs,�,i�

�2�

�cell,� = �
i

Ni · �Ce,�,i�, Pcell,���� =
1

�cell,�
�

i

Cs,�,i · ��,i��� · Ni

We have applied the approach previously described to cellular
aterials with pentagonal, square, and hexagonal cell windows. In

rder to compute for the radiative characteristics of a particle, it is
heoretically necessary to consider a plane monochromatic wave
ncident on this particle and apply Maxwell’s equation. However,
n the case of EPS foams, the particle size parameter x
 ·Dcell /� is very large �100 �m�Dcell�300 �m; ��10 �m�
nd the geometric optics approximation �GOA: Fresnel relations�
lone could be used to treat the radiation/matter interaction.

We checked the validity of the previous assumption for pen-
agonal windows oriented normally to the plane wave by compar-
ng the radiative characteristics stemming from the GOA with the
esults of a numerical method based on the discrete dipole ap-

Fig. 3 Evolution of the extinction coefficient, scattering a
wavelength for a dodecahedral cellular material with Dcell=2
roximation �DDA� developed by Draine and Flatau �11�. With

ournal of Heat Transfer
regard to the cross sections, the comparisons show that the GOA
leads to errors lower than 5% for windows with twin as small as
30 �m. The phase function given by the DDA for windows ori-
ented normally to the plane wave also proves to be very close to
that predicted by GOA. In the rest of the study we assumed that
these conclusions are valid whatever the orientation of the
windows.

According to the GOA, the absorption and scattering cross sec-
tions are computed by multiplying the cross section of the particle
by its absorptivity and reflectivity calculated by the Fresnel rela-
tions. Given that the particles are supposed to be randomly ori-
ented, one must integrate over all the possible incident angles �inc

Ce,� =	
�inc=0

/2

�1 − Trwin��inc�� · Swin cos �inc sin �inc · d�inc

Cs,� =	
�inc=0

/2

Rwin��inc� · Swin cos �inc sin �inc · d�inc

�3�

Ca,� =	
�inc=0

/2

Awin��inc� · Swin cos �inc sin �inc · d�inc

���� =
2 · Rwin��inc�

	
�=0



Rwin��inc�sin � · d�

with �inc = /2 − �/2

The thickness h is comparable to the radiation wavelengths.
Therefore, Awin, Rwin, and Trwin, are computed from the thin film
optic laws, which take into account the interference effects. These
relations are well-described in �12�.

The radiative properties could be determined from the average
radiative characteristics of one particle �Eq. �2��. We conducted
our computations for the three different types of cells. For each
shape, the equation relating the morphological parameters to �cell
and Dcell are summarized in Table 1.

We have determined the complex refractive index ñ=n− ik of
polystyrene for infrared wavelength using an identification
method based on transmittance and reflectance measurements on
thin and thick polystyrene films. The variations of this index with
the wavelength can be found in our previous paper �10�.

We have computed the variation of �cell,�, �cell,�, �cell,�, and
Pcell,���� with the radiation wavelength for cellular materials with
different morphologies using the identified refractive index. Some
results are illustrated in Fig. 3 where the variations of the extinc-

o „a… and scattering phase function „b… with the radiation
�m and various densities
lbed
tion coefficient �cell,�, scattering albedo �cell,�=�cell,� /�cell,�, and

JANUARY 2009, Vol. 131 / 012702-3
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hase function are depicted for dodecahedral cellular media with
cell=200 �m. For the phase function, we also indicate some val-
es of the asymmetry parameter g�, which illustrates the ability of
he material to scatter predominantly in the forward ��0� or back-
ard ��0� hemisphere. This parameter comprised between −1

nd 1 is defined by g�=0.5
0
Pcell,���� · sin � · cos �d�

0.5
−1
1 Pcell,���� ·� ·d�. This figure shows that the radiation/

atter interaction strongly depends on the wavelength considered
nd is dominated by scattering ��cell,��1� except for some wave-
engths belonging to a polystyrene absorption peak. Moreover,
ne can observe that the scattering phase function is oriented pre-
ominantly in the forward direction whatever the wavelength con-
idered.

3.2 Radiative Properties of the Entire Foam. Once the ra-
iative properties of the cellular medium have been determined,
he foam is assimilated to a random arrangement of spherical
verlapping particles containing a homogeneous absorbing and
cattering medium whose equivalent radiative properties are those
f the cellular material. This representation is very close to the
eal macroscopic structure of EPS foams �see Fig. 1�. The porosity
nd the particle diameter of the arrangement must, respectively, be
qual to the macroporosity �interbead and the mean bead diameter
bead of the EPS foam. The generation of the arrangement of

pheres and the computation of the properties of the entire foam
re detailed in our previous paper on packed beds of semitrans-
arent �13� spheres.

First, a ray-tracing procedure is applied in a spherical domain
f the arrangement much larger than Dbead and permit to compute
hree variables entirely describing the radiative behavior of the
acked bed. The three variables correspond to the proportion of
tarting energy traveling through the spherical domain without
eing neither absorbed nor scattered, the proportion leaving after
ne or several scattering inside the particles and the angular rep-
rtition of this latter energy. The traveling of the rays through the
bsorbing and scattering medium representing the cellular mate-
ial is dictated by the radiative properties �cell, �cell, �cell, and
cell���. Secondly, an identification procedure determines the
quivalent radiative properties ��, ��, ��, and P���� of the homo-
eneous semitransparent medium that best match the radiative be-
avior of the arrangement of spheres previously characterized. For
ore details about the method, one can consult the paper of ref-

rence �13�.

Results
We have applied our model to several fictive foams by varying

he density, cell diameter, bead diameter, and interbead porosity in
he ranges of values commonly encountered. We conducted our
omputations for the three different cell shapes considered. This
llows us to investigate the influence of the structural parameters
n the monochromatic radiative behavior of the foam.

Moreover, in order to check the validity of our computed prop-
rties, we compared the spectral transmittances and reflectances
easured on thin slices of different EPS foams of various mor-

hological properties with the ones predicted.

4.1 Evolution of the Radiative Properties With the Struc-
ural Characteristics. The radiative properties of the foam vary
trongly with the wavelength considered, as illustrated in Fig. 3.
n order to lighten the theoretical analysis, we focused on the
lobal radiative properties �, �, and P���, which corresponds to
he spectral properties integrated over all the wavelengths. Their
alculations are inspired from the expression of the Rosseland

lobal extinction coefficient

12702-4 / Vol. 131, JANUARY 2009
1

�
=

	
2 �m

25 �m

�1/��� · I�
0�T� · d�

	
2 �m

25 �m

I�
0�T� · d�

,
1

�
=

	
2 �m

25 �m

�1/��� · I�
0�T� · d�

	
2 �m

25 �m

I�
0�T� · d�

�4�

1

� · P���
=

	
2 �m

25 �m

1/��� · P����� · I�
0�T� · d�

	
2 �m

25 �m

I�
0�T� · d�

and � =
�

�

Moreover, as the representation of the scattering phase function
is weighty, we rather depict, in the next, the variations of its glo-
bal asymmetric parameter g. Finally, in order to summarize the
radiative behavior of the foam in a unique parameter, we also
compute the weighted extinction coefficient �*

1

�*
=

	
2 �m

25 �m

�1/�
�
*� · I�

0�T� · d�

	
2 �m

25 �m

I�
0�T� · d�

with ��
�
* = �� + �

�
*

�
�
* = �� · �1 − g�� �

�5�

Note that this weighted extinction coefficient �* is useful in the
Rosseland approximation.

4.1.1 Influence of the Foam Density. The results illustrated in
this paragraph �Fig. 4� Nere computed for a variety of EPS foams
with the following characteristics: �interbead=6%, Dbead=4 mm,
and 100 �m�Dcell�300 �m. The density of the foam varies be-
tween 8.95 kg /m3 ��cell=0.992� and 19.0 kg /m3 ��cell=0.983�.
We simulated DODE, �CUBE�, and TETRA cells. However, we
only depict the results for all the three cell shapes �DODE, CUBE,
TETRA� for Dcell=200 �m.

The theoretical results show that the density has a strong influ-
ence on the global radiative properties and especially on the ex-
tinction coefficient of the foam. As expected, the extinction coef-
ficient increases with an increase of the density. This can be
explained by the fact that when the foam is denser, a more impor-
tant quantity of matter interact with thermal radiation and prevent
its propagation. This remark is valid whatever the diameter of the
cells. However, the evolutions are somewhat different according
to the size of the cells. For foams made of relatively small cells
�Dcell=100 �m�, the increase is more pronounced than for rela-
tively large cells.

With regard to the scattering albedo of the foam, one can re-
mark that it is always close to 1 ��0.85�, whatever the shape of
cells considered. This means that, in EPS foams, the extinction
phenomenon is dominated by scattering. Moreover, the variation
of the albedo with the density is less significant than for the ex-
tinction coefficient. Actually, for a given cell size, one can observe
a slight increase of � with �EPS. In addition, this increase is less
important for relatively large cells. Then, for a cell diameter
Dcell=300 �m, it is practically imperceptible.

Finally, the evolution of the asymmetry parameter of the phase
function with �EPS indicates that the complex porous structure
scatters radiation predominantly in the forward direction �g�0�,
as it was observed for the cellular medium contained in the beads.
Theoretical results also show that, when �EPS increases, the scat-
tering in the forward direction is less predominant.

This later remark, as well as the previous observation, clearly
indicates that an increase in the density noticeably reduces the
thermal radiative heat transfer in EPS foams. This is confirmed
qualitatively by the significant increase of �* with the density.

This conclusion confirms the general observation concerning the

Transactions of the ASME
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volution of the insulating performances of EPS foams with �EPS.
dditionally, it seems that this decrease in the radiative heat trans-

er with the increasing density is less pronounced when the cells
re large.

4.1.2 Influence of the Cell Diameter. The results presented in
ig. 5 were obtained for fictive EPS foams with �interbead=6%,
bead=4 mm, and a density varying between 8.95 kg /m3 and
9.0 kg /m3. Like in the previous paragraph, we only depict the
esults for all the three cell shapes for �=8.95 kg /m3.

The evolutions of the radiative properties with the cell diameter
re more complex than with the foam density

• With regard to �, one can remark that it reaches a maximum
value for a given cell diameter. This optimal cell diameter

Fig. 4 Variation of the global radiative properti
=6% and Dbead=4 mm

Fig. 5 Variation of the global radiative prope
3
εinterbead=6%, Dbead=4 mm, and �=8.95 kg/m or �=1

ournal of Heat Transfer
varies with the density and the shape of the cells. The denser
the foam is, the lower the optimal diameter is. This optimal
diameter is approximately identical for dodecahedral and
tetrakaidecahedral cells and somewhat lower for cubic cells.
Then, for ��9 kg /m3, the optimal diameter is greater than
300 �m whatever the shape of the cells. On the other hand,
for foams with densities of 14.5 kg /m3 and 19 kg /m3, the
optimal diameter is approximately 250 �m and 200 �m for
dodecahedral and tetrakaidecahedral cells and 200 �m and
150 �m for cubic cells, respectively.

• The scattering albedo varies much more slightly with Dcell.
Actually, it is always comprised between 0.85 and 0.93. The
albedo is inclined to increase when the cells get larger what-
ever the density of the foam. However, one can also notice

with the density for an EPS foam with εinterbead

s with the cell diameter for EPS foams with
3

es
rtie

4.0 kg/m

JANUARY 2009, Vol. 131 / 012702-5
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that this tendency is more pronounced for low-density
foams.

• Dcell has also a strong influence on the directional distribu-
tion of the energy scattered. Besides, the evolution of g can
be compared to that observed for �. Indeed, for foams with
small densities, the presence of relatively small cells favors
the forward scattering. The propagation of the radiation in
the material is then easier for small cells than for large ones,
which enhance the radiative transfer. However, for greater
densities, the value of g reaches a minimum value for a
given cell diameter. The denser the foam is, the lower this
diameter is. For this cell diameter, the radiative heat transfer
is restrained. One can also notice that, whatever the density
considered, the optimal diameter for P��� is approximately
the same as the optimal diameter observed for �. All the
previous observations are valid for the three cell shapes.

We can conclude that the comprised Dcell is a parameter of great
nfluence. It appears that there exists, for each density, an optimal
iameter minimizing the penetration length of the IR radiation.
his diameter is larger for light foams than for dense foams. For

his diameter, the insulating performances are optimal. The con-
lusions are summarized qualitatively by the evolution of the
eighted extinction coefficient �* with Dcell. It exhibits a maxi-
al value for foams of 14.5 kg /m3 and 19.0 kg /m3 in density
hereas it increases continuously for the lightest foam in the

ange of cell diameters considered.

4.1.3 Influence of the Interbead Porosity. The results pre-
ented in this section were calculated for the following character-
stics: Dbead=4 mm, Dcell=200 �m, and �=8.95 kg /m3 and
4.5 kg /m3. Like in the previous paragraphs, we only depict the
esults for all the three cell for �=8.95 kg /m3 �Fig. 6�.

It is interesting to note that �interbead affects the radiative prop-
rties in a very weak manner.

Its influence on � is relatively limited when we consider foams
ith low densities for which the radiation-matter interaction is
eak. However, we notice a regular decrease of � when �interbead

ncreases. This decrease is more important for denser foams.
With regard to �, it very slightly decreases when �interbead gets

arger. This decrease is somewhat more pronounced for denser

Fig. 6 Variation of the global radiative propertie
Dbead=4 mm, Dcell=200 �m, and �=8.95 kg/m3 or
oams.

12702-6 / Vol. 131, JANUARY 2009
Finally for P���, when �interbead increases, the asymmetry pa-
rameter varies in a manner that is obviously identical to the varia-
tion of �. Indeed, a high interbead porosity is less favorable to the
forward scattering as g decreases. This is a consequence of the
“back-scattering effect” due to the spherical shape of the beads,
which is underlined in our paper �13�. Actually, when �interbead
increases, the macroscopic morphology of the foam come close to
an arrangement of touching spheres and thus, the shape of the
particle has a significant influence. On the other hand, when
�interbead→0, the macroscopic morphology of the foam comes
close to a homogeneous material. The back-scattering effect tends
to become negligible.

According to the previous observations, it is not possible to
draw a general conclusion concerning the influence of �interbead on
the radiative heat transfer since � and P��� are influenced in an
antagonistic manner. However, the variations of the weighted ex-
tinction coefficient �*, which are almost negligible, clearly indi-
cate that radiative heat transfer is globally not influenced by
�interbead.

4.1.4 Influence of the Bead Diameter. The results reported in
Fig. 7 were obtained for EPS foams with �interbead=6%, Dcell
=200 �m, and 8.95 kg /m3��EPS�19.0 kg /m3. Like in the pre-
vious paragraphs, we only depict the results for all the three cell
shapes for �=8.95 kg /m3.

The analysis of the graphs shows that Dbead has a non-
negligible influence on the global radiative properties. Actually, as
for the interbead porosity, we notice a regular decrease of � when
Dbead increases. This remark is valid whatever the cell diameter
and density of the foam. Consequently, for given �EPS and Dcell,
the radiation-matter interaction is enhanced for small beads. This
influence is more important for foams with relatively large
densities.

The influence of Dbead on � is practically imperceptible. How-
ever, we can notice that it tends to decrease when the beads gets
larger.

g is influenced by Dbead in a manner that is quite the same as �.
Indeed, g decreases regularly when the diameter increases and this
evolution is more pronounced for relatively dense foams. More-
over, the value of g remains always positive, which indicates that

ith the interbead porosity for an EPS foam with
14.5 kg/m3
s w
�=
the forward scattering is always predominant. This decreases of g
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ith Dbead is due to the back-scattering effect already evocated in
he previous paragraph. Indeed, this effect caused by the spherical
hape of the particle is more pronounced when the dimensionless
umber �ins ·R is large.

The previous remarks indicate that the global influence of Dbead
n the radiative properties is quite similar to that of �interbead. The
ariations of � and P��� with Dbead are antagonistic. Moreover,
he variations of �* show, that radiative heat transfer is globally
ot influenced by Dbead.

4.1.5 Influence of the Cells Shape. We have seen that the
hape of the cellular material is not well-defined and is rather a
ombination of cubic, dodecahedral, and tetrakaidecahedral cells.
he radiative behavior is then intermediate between these three
inds of cells.

Now, from the theoretical results, it appears clearly that the
lobal behaviors of these three different cellular morphologies
ollow a similar trend. Indeed, the variations of the three global
adiative properties with the parameters characterizing the cellular
tructure are the same. However, some minor differences are
ound notably in the algebraic values of �, �, and g. Then, it
eems that a cubical shape leads to a stronger radiation-matter
nteraction whereas the results obtained for dodecahedral or tetra-
aidecahedral cells are practically identical. This can be explained
y the fact that the morphological relations illustrated in Table 1
re very close to each other. Actually, the most noteworthy differ-
nce observed concerns the value of the optimal cellular diameter
Sec. 4.1.2�, which is slightly lower for cubes.

4.1.6 Conclusions. The study on the variation of �, �, and
��� with the structural parameters has revealed that, whatever the

tructural characteristics �density, Dcell, cell shape, �interbead, and
bead� the interaction of the porous structure of EPS foams with

adiation is dominated by scattering and that the radiant energy is
redominantly forward scattered. We also show that the most in-
uent characteristics are �EPS and Dcell. As expected, a higher
oam density enhances the radiation/matter interaction and leads
o a substantial increase of �. On the other hand, the variations of
, �, and P��� with Dcell is not so evident since there actually
xists, for each foam density, an optimal cell diameter minimizing
he propagation of radiation. For this diameter, � reaches a maxi-

Fig. 7 Variation of the global radiative propert
εinterbead=6%, Dcell=200 �m, and �=8.95 kg/m3 or
um value and g is minimal. This diameter increases with the

ournal of Heat Transfer
foam density. With regard to the parameters related to the macro-
scopic structure, the theoretical investigations revealed that their
influence on the propagation of the radiation is relatively limited
although � and P��� may be noticeably affected by a variation of
Dbead or �interbead. Indeed, the influence of Dbead and �interbead on �
and P��� are antagonistic. Thus, a detailed consideration of the
macrostructure of EPS foams is not of primary importance. This
conclusion permits us to validate the assumptions made by the
previous authors �6,8,9�, which neglected the macroporosity and
assimilated EPS foams to macroscopically homogeneous materi-
als. Finally, the theoretical results also reveal that the shape of the
cells has a relatively weak influence as the three cell models con-
sidered demonstrated a similar behavior.

4.2 Validation. The model of computation of the radiative
properties presented in the previous paragraph makes several as-
sumptions concerning the radiation-matter interaction or the rep-
resentation of the porous morphology. In order to check that the
properties obtained accurately represent the radiative behavior of
the foam, we developed a validation procedure based on spectro-
scopic measurements on thin slices of EPS foams.

We choose different EPS foam samples whose morphologic
properties are measured �see Table 2�. In each foam sample, we
cut up thin slices of thicknesses Th. We measured the hemispheri-
cal transmittance Trh,� and reflectance Rh,� of these slices using a
Fourier transform spectrometer fitted out with an integrating
sphere. Measurements are made in the spectral range 2–25 �m.
The slices obtained are relatively inhomogeneous as the propor-
tion of the thickness occupied by the cellular medium varies with
the zone considered. In order to reduce the influence of this inho-
mogeneity, numerous measurements are made by varying the po-
sition of the IR beam. The experimental values are then obtained

with the bead diameter for an EPS foam with
14.5 kg/m3

Table 2 Characteristics of the EPS foam samples used for the
validation

Sample No. � �kg /m3� Dcell ��m� Dbead �mm� �interbead �%� �cell �%�

1 8.7 200 5.6 6.1 99.1175
2 12.8 160 5.1 7.1 98.6846
3 17 80 3.2 8.1 98.2378
ies
JANUARY 2009, Vol. 131 / 012702-7
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y averaging over all the measurements.
Thereafter, the experimental transmittance �noted expt·Trh,��

nd reflectance �noted expt·Rh,�� are compared with the theoreti-
al values stemming from the model previously presented. To do
hat, we first compute for the monochromatic radiative properties
f the cellular medium from its measured porosity and Dcell. Then,
he theoretical hemispherical transmittance and reflectance are de-
ermined using a ray-tracing approach.

From the value of �interbead and Dbead measured, we generate a
ed of compressed spheres simulating the macroscopic morphol-
gy of the foam. Rays are then generated from random points of
he bed with random starting directions. The path of each ray is
racked until it leaves the fictitious slice perpendicular to the start-
ng direction and whose enter face is located on the starting point.
his fictitious slice represents the real foam slice. The rays can
ass through the slice without being intercepted. They can also
ndergo one or several scattering or be absorbed into the cellular
eads before leaving the slice by the forward or backward faces.
he distance traveled by the rays inside the cellular medium be-

ore interception, the probability for an intercepted ray to be scat-
ered, and the direction in which the ray is scattered are closely
elated to �cell,�, �cell,�, and Pcell,����, respectively. For each ray,
hese probabilities are randomly determined using random-
enerated numbers. For a great number of rays, we can determine
he theoretical transmittance and reflectance by simply counting
he proportion of rays leaving the slices by the forward or back-
ard faces. The fact that the fictitious slices are randomly chosen
ermits to obtain average values for the transmittance and reflec-
ance and to homogenize the influence of the macroporosities.
hus, they have the same significance as the averaged values Trh,�
nd Rh,� obtained experimentally from numerous measurements at
any locations on different slices. The comparisons of experi-
ental �expt� and theoretical �th� results are illustrated in Figs.
–10.
We can see that the monochromatic hemispherical transmit-

Fig. 8 Comparison of the experimental and theoretical sp
thickness: 3 mm…
ance and reflectance obtained theoretically accurately match the

12702-8 / Vol. 131, JANUARY 2009
measurements made on the foam samples. The results also con-
firm that the radiative behavior calculated assuming that cubic,
dodecahedral, or tetrakaidecahedral cellular media are very close
to each other. However, one can notice that a dodecahedral or
tetrakaidecahedral cellular structure favors the propagation of the
radiation in comparison with a cubic structure. As a conclusion,
we can affirm that the results of our model are in good agreement
with the radiative behavior of the real foams.

5 Conclusion
Expanded polystyrene foams are widely used as thermal insu-

lators for building. Owing to their low density, a significant part of
the heat may be transferred by thermal radiation even at ambient
temperature. An accurate modeling of the interaction of their po-
rous structure with IR radiation is thus of primary importance.
However, the previous works on the subject have usually used
drastic simplifications for the modeling of the radiative contribu-
tion, notably concerning their morphology. Moreover, they gener-
ally had recourse to only one radiative parameter to describe the
radiation-matter interaction.

In the present paper, we use a new model of prediction of the
entire radiative properties of EPS foams. This model takes into
account, as faithfully as possible, their real morphology and nota-
bly their macroscopic porosity. Thereby, we used a representation
of the porous structure, which reproduces their double-scale po-
rosity. Moreover, the cells forming the cellular materials could be
tetrakaidecahedral, dodecahedral, or cubic, which allowed us to
analyze the influence of the cell shapes on the radiative behavior.
Thanks to this model, we managed to grasp the influence of the
structural parameters on each radiative property. The foam density
and the cell diameter were proved to be the most influent morpho-
logical characteristics. As expected, a higher density enhances the
radiation-matter interaction, while there exists, for each density,
an optimal cell diameter minimizing the propagation of radiation.

al transmittances and reflectances for sample No. 1 „slice
ectr
It also appears that the macroscopic structure of the foam has a
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ery weak influence on the radiative behavior although the extinc-
ion coefficient and the phase function could vary with Dbead and
interbead.
Thereafter, the theoretical monochromatic radiative properties

btained were validated by comparing measured transmittances
nd reflectances made on different EPS foam slices to predicted
alues. The agreement proved to be quite good. Additional com-

Fig. 9 Comparison of the experimental and theoretical sp
thickness: 3 mm…

Fig. 10 Comparison of the experimental and theoretica

3 „slice thickness 2.5 mm…

ournal of Heat Transfer
putations of the reflectances and transmittances when the repre-
sentation of the macroscopic structure is simplified allowed us to
confirm the general trend concerning the negligible influence of
the macroscopic parameters.

Nomenclature
A � absorptivity

al transmittances and reflectances for sample No. 2 „slice

pectral transmittances and reflectances for sample No.
ectr
l s
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C � cross section �m2�
D � mean diameter �m�

d�inc � solid angle around incident direction �str�
g � asymmetry parameter of the phase function
h � thickness of the cell windows �m�

I�T� � monochromatic radiation intensity of the black-
body at temperature T �W /m2 /Str /�m�

ñ=n− ik � complex refractive index of polystyrene
Ni � number of particle of type i per unit volume

�m−3�
���→��

= P��� � scattering phase function of the equivalent
semitransparent material

R � reflectance
S � surface area �m2�

twin � height �m�
T � temperature �K�

Th � thickness of the slice of foam sample �m�
Tr � transmittance
V � volume �m3�
w � weighting factors of the discretized directions
x � size parameter of the particle

reek Symbols
� � global extinction coefficient �m−1�

�* � weighted Rosseland extinction coefficient
�m−1�

� � porosity
�interbead � interbead porosity due to the macroscopic

pores generated during the compression of
beads

� � density �kg /m3�
� � scattering coefficient �m−1�
� � absorption coefficient �m−1�

����=���� � scattering phase function of a particle
� � cos �
� � angle between the incident and scattering di-

rections �rad�
�inc � angle between the incident direction and the

normal to the surface �rad�
�ref � refraction angle �rad�

� � scattering albedo
� � radiation wavelength ��m�

ubscripts
 � parallel polarization
� � normal polarization

12702-10 / Vol. 131, JANUARY 2009
12 � from Medium 1 to Medium 2
a � absorption

bead � of the beads
cell � of the cellular material contained in the beads

cube, dode,
tetra � of the cubic, dodecahedral, or tetrakaidecahe-

dral cells
e � extinction

EPS � of the EPS foam
h � hemispherical

part � of the particle
PS � of the polystyrene polymer
ref � reflected

s � scattered
win � of the cell windows

� � spectral value
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eveloping Nonthermal-Equilibrium
onvection in Porous Media
ith Negligible Fluid Conduction

ihad Dukhan
epartment of Mechanical Engineering,
niversity of Detroit Mercy,
001 W. McNichols Road,
etroit, MI 48221

-mail: nihad.dukhan@udmercy.edu

n certain contemporary technologies, porous media with high
olid-phase conductivity are impregnated with low-conductivity
uids, e.g., metal and graphite foam cooled by air. For such cases,
n approximate analytical model for the developing heat transfer
nside a two-dimensional rectangular porous medium subjected to
onstant heat flux is presented. The model neglects conduction in
he fluid and assumes plug flow. The resulting nonthermal-
quilibrium equations are solved for the solid and fluid tempera-
ures by separation of variables. The temperatures decay exponen-
ially as the distance from the heated base increases. The effects of
he Biot and Peclet numbers are presented. Fully developed heat-
ransfer conditions are achieved at an axial distance equal to five
imes the height of the porous medium, with a constant Nusselt
umber equal to 3. �DOI: 10.1115/1.2993540�

eywords: convection, heat sink, metal foam, graphite foam

Introduction
Metal and graphite foams are a relatively new class of porous
edia characterized by having relatively high solid-phase conduc-

ivities. This is especially true if the pores are occupied by a
ow-conductivity fluid such as air. Simple models for heat transfer
n these foams are needed.

The complex internal structure of these foams leads to complex
ow fields and heat transfer. Exact solutions of the complete

ransport equations inside the pores are virtually impossible �1,2�.
hattacharya et al. �3� experimentally and numerically studied

orced convection in high-porosity metal foam using air as the
orking fluid. In a similar study, Hwang et al. �4� showed that the

ocal Nusselt number increased with increasing Reynolds number.
Kim and Kim �5� solved the governing equations of heat trans-

er and fluid flow in a microchannel heat sink by treating it as a
uid-saturated porous medium. Lee and Vafai �6� presented an
nalytical model for the solid and fluid temperatures for Darcian
ow in porous media. The wall temperature was obtained as part
f the solution. Many researchers invoked the local thermal equi-
ibrium assumption in their studies �7–12�. Kim and Jang �13�
nvestigated the local thermal equilibrium assumption. Kim and
im �14� discussed the different types of thermal boundary con-
itions for porous media.

All of the above studies assumed fully developed conditions.
he present work provides an approximate engineering model for
eveloping heat transfer in porous media with high solid-phase
onductivity cooled by a low-conductivity fluid. The model ig-
ores conduction in the fluid. Such an engineering model may
elp the design and application communities by saving computa-
ional efforts.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 2, 2007; final manuscript
eceived July 8, 2008; published online October 16, 2008. Review conducted by

amal Seyed-Yagoobi.

ournal of Heat Transfer Copyright © 20
2 Heat Transfer Model
Consider a two-dimensional rectangular block of open-cell po-

rous medium having a constant cross-sectional area that is heated
from above with a constant uniform heat flux q�. The block has a
height H and is bounded by solid surfaces at the top and bottom,
as shown in Fig. 1. There is a confined one-dimensional fluid flow
in the positive x-direction, with an average approach velocity u�

and freestream temperature T�, that enters the porous medium at
x=0.

The assumptions are given as follows:

• Radiation is negligible
• Constant thermophysical properties of the solid and fluid
• Isotropic and homogeneous porous medium
• Laminar steady macroscopic plug flow
• Longitudinal conduction terms for solid and fluid are negli-

gible �high Peclet number� �11�. For inclusion of these
terms, see Ref. �12�.

Applying conservation of energy to the solid and fluid within a
control volume inside the porous medium, we obtain

ks

�2Ts

�y2 − h��Ts − Tf� = 0 �1�

kf

�2Tf

�y2 + h��Ts − Tf� = �cu
�Tf

�x
�2�

where ks and kf are the effective thermal conductivities, Ts and Tf
are the volume-averaged temperatures of the solid and fluid, re-
spectively, h is the heat-transfer coefficient between the solid and
fluid, � is the surface area per unit volume, � is the density, c is
the heat capacity, and u is the volume-averaged velocity of the
cooling fluid. These equations have been used extensively
�3,5,6,11,15–20�. Sometimes thermal dispersion is included in the
fluid’s energy equation �3,14,15,21�. However, due to the assumed
dominance of solid conduction in the present model, dispersion is
neglected �3�.

For air cooling of metals and graphite foam, the transverse
conduction term in the fluid is a few orders of magnitude smaller
than the convection and bulk flow terms in Eq. �2�. Eliminating
fluid conduction, solving Eq. �2� for the solid temperature, substi-
tuting in Eq. �1�, and casting the resulting equation in a nondi-
mensional form, we obtain

�2

�Y2�a
�� f

�X
+ � f� − Pe

�� f

�X
= 0 �3�

at Y = 0
�� f

�Y
= 0 �4�

at Y = 1
�� f

�Y
= 1 �5�

at X = 0 � f = 0 �6�

where X=x /H, Y =y /H, � f = �Tf −T�� /q�H /ks, a=�cuD /h�H, and
Pe=�cuDH /ks. To get an engineering first estimate, we used a
plug-flow approximation �2,4�, so the volume-averaged pore ve-
locity u is replaced by the Darcian velocity uD, which is defined
by uD=u� /�, where � is the porosity. a is a nondimensional num-
ber that represents the ratio of the rate of heat gained by the fluid
to the heat transfer by convection per unit area per degree, while
Pe is the Peclet number. The ratio Pe /a=h�H2 /ks�Bi represents
the Biot number of the porous medium. Boundary condition �5� is
the continuity of the heat flux at the interface. �� f /�X is not con-

stant for developing heat transfer.
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Using separation of variables �see, for example, Ref. �22�� and
ssuming a solution of the form � f�X ,Y�= f�X�+g�y�+w�X ,Y�,
ne obtains

� f�X,Y� =
X

Pe
+

Y2

2
−

1

6

− 2�
n=1

�
�− 1�n

�n��2 cos�n�Y�exp	 − �n��2

Pe� �n��2

Bi
+ 1�X
 �7�

his series converges quickly as 1 /n2, and we only need to con-
ider the first five to ten terms. The nondimensional form of the
olid temperature follows as

�s�X,Y� =
X

Pe
+

Y2

2
+

1

Bi
−

1

6
− 2�

n=1

�
�− 1�n

�n��2� �n��2

Bi
+ 1�

�cos�n�Y�exp	 − �n��2

Pe� �n��2

Bi
+ 1�X
 �8�

here �s= �Ts−T�� /q�H /ks. The maximum fluid and solid tem-
eratures are obtained by setting Y =1 in Eqs. �7� and �8�, respec-
ively, while the solid-fluid temperature difference is obtained by
ubtracting Eq. �7� from Eq. �8�.

Results and Discussion
The fluid temperature inside the porous medium at different

xial distances and two values of Bi is presented. Figure 2�a� is
or Bi=0.1, which means that the conduction resistance is 0.1 of
he convection resistance, i.e., very low convection. For this case,
he fluid temperature reaches higher values. As the Bi increases,
he fluid temperature decreases, as seen in Fig. 2�b�. Similar
rends were observed in Ref. �6�.

The mean fluid temperature � fm can be obtained by integrating
he fluid temperature over the cross section:

� fm�X� =�
0

1

� f�X,Y�dY =
X

Pe
�9�

he Nusselt number is

Nu�X� =
Hq�/ks

TfH − Tfm
=

1

� fH − � fm

= �1

3
− 2�

n=1

�
1

�n��2exp	 − �n��2

Pe� �n��2

+ 1�X

−1

�10�

Fig. 1 Schematic of the heat-transfer problem
Bi
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Figure 3 is a plot of Nu as a function of X for Bi=15 and Pe
=7.5. It is clear that Nu approaches an asymptotic value of 3 at
X=5. This is the axial distance for which the heat transfer is
considered fully developed. The general trend in Fig. 3 is in agree-
ment with Refs. �12,17�. The fully developed value of Nu was
2.873 in Ref. �12�. The difference is due to the fact that Ref. �12�
used the thermal-local-equilibrium assumption and included axial
conduction in the governing equations. Figure 4 is a plot of the Nu
as a function of Pe at a fixed location X=1 and for Bi=15. The
Nusselt number is seen to increase with increasing Pe, which is
expected, and is in agreement with the data reported in Refs.
�4,6,7,13,17�.

4 Conclusion
Nonthermal-equilibrium convection heat-transfer analysis in

the developing region of a two-dimensional porous media channel
having low effective fluid conductivity compared with effective
solid conductivity was presented. The two-equation model was
simplified by neglecting the fluid’s longitudinal conduction, which
overcame the coupling of the governing equations. Assuming plug
flow and using separation of variables, the temperature profiles of

Fig. 2 Fluid temperature: „a… Bi=0.1 and „b… Bi=5

Fig. 3 Local Nusselt number as a function of axial location for

Bi=15 and Pe=7.5
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he fluid and solid as functions of axial and transverse distances
ere obtained. The behavior of the Nusselt number as a function
f Bio and Peclet numbers was presented. The solution was in
ualitative agreement with previous more complex analytical and
umerical solutions.

omenclature
a � dimensionless parameter =�cuD /h�H

Bi � porous media Biot number =h�H2 /ks
c � heat capacity of fluid
h � heat-transfer coefficient
H � height of porous medium
k � effective thermal conductivity

Nu � local Nusselt number =Hq� /ks /TfH−Tfm
Pe � Peclet number =�cuDH /ks
q� � heat flux
T � temperature
u � volume-averaged pore velocity

uD � Darcian velocity
u� � average flow velocity entering porous medium

x � axial coordinate
X � dimensionless axial coordinate
y � transverse coordinate
Y � dimensionless transverse coordinate

reek
� � porosity
� � dimensionless temperature
� � density of fluid
� � surface area per unit volume

ubscripts
f � fluid

ig. 4 Local Nusselt number as a function of Peclet number
or Bi=15 at X=1
H � heated wall
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s � solid
� � ambient
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ixed Convection in a Vertical
icroannulus Between Two
oncentric Microtubes

ete Avcı
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n this study, fully developed mixed convective heat transfer of a
ewtonian fluid in a vertical microannulus between two concen-

ric microtubes is analytically investigated by taking the velocity
lip and the temperature jump at the wall into account. The effects
f the mixed convection parameter Gr/Re, the Knudsen number
n, and the aspect ratio r* on the microchannel hydrodynamic
nd thermal behaviors are determined. Finally, a Nu

f�Gr /Re,Kn,r*� expression is developed. It is disclosed that
ncreasing Gr/Re enhances heat transfer while rarefaction effects
onsidered by the velocity slip and the temperature jump in the
lip flow regime decreases it. �DOI: 10.1115/1.2977552�

eywords: microfluidics, vertical microannulus, mixed
onvection, temperature jump, velocity slip

Introduction
Understanding the microscale heat and fluid flow phenomena is

ery important for design and optimization of microdevices in
icroelectromechanical systems �MEMS� and biomedical appli-

ations such as drug delivery, DNA sequencing, and bio-MEMS.
When compared to an abundant volume of forced convection

tudies in microscale �1–5�, studies on free or mixed convection
re much less. In a recent study, Chen and Weng �6� analytically
tudied the fully developed natural convection in an open-ended
ertical parallel plate microchannel with asymmetric wall tem-
eratures. The effects of rarefaction and fluid-wall interaction
ere shown to increase the volume flow and to decrease the heat

ransfer rate. In a following article, Chen and Weng �7� numeri-
ally studied the creep effect on the flow and heat transfer char-
cteristics for developing natural convective microflow in the
ame geometry. Khadrawi et al. �8,9� analytically investigated the
ransient hydrodynamics and thermal behaviors of fluid flow in an
pen-ended vertical parallel-plate microchannel under the effect
f the hyperbolic and dual-phase-lag heat conduction model.

Haddad et al. �10� numerically investigated the developing hy-
rodynamical behaviors of free convection gas flow in a vertical
pen-ended parallel-plate microchannel filled with porous media.
ecently, Aydin and Avci �11,12� analytically investigated mixed
onvection of rarefied gas in a vertical asymmetrically heated mi-
rochannel between two parallel plates for the isothermal �11� and
soflux �12� thermal conditions at walls.

The present study is aimed at theoretically investigating mixed
onvection flow of a rarefied gas in a vertical concentric annular
icroduct representing a microheat exchanger for the hydrody-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 4, 2008; final manuscript re-
eived April 22, 2008; published online October 17, 2008. Review conducted by

ung Jin Kim.

ournal of Heat Transfer Copyright © 20
namically and thermally fully developed case. The effects of the
mixed convection parameter Gr/Re, the Knudsen number Kn, and
the aspect ratio of the annular geometry on the temperature profile
and subsequently on the Nusselt number are determined.

2 Analysis
Let’s consider internal mixed convection in a vertical microan-

nulus between two concentric isothermal microtubes shown in
Fig. 1. The flow is assumed to be fully developed both hydrody-
namically and thermally. Steady laminar flow having constant
properties is considered. The axial heat conduction in the fluid and
in the wall is assumed to be negligible. The viscous dissipation
and compressibility effects in the fluid and radiation effects are
neglected.

In the slip flow regime �Kn=0.001–0.1� of microscale flow, it
is usual to couple the continuum approach with the two main
characteristics of the microscale phenomena, the velocity slip, and
the temperature jump because the gas no longer reaches the ve-
locity or the temperature of the surface. Velocity slip is defined as
�13�

us = −
2 − Fv

Fv
�� �u

�r
�

r=r2

�1�

where us is the slip velocity, ��=KnDh� is the molecular mean free
path, and Fv is the tangential momentum accommodation coeffi-
cient, and the temperature jump is defined as �13�

Ts − Tw = −
2 − Ft

Ft

2�

� + 1

�

Pr
� �T

�r
�

r=r2

�2�

where Ts is the temperature of the gas at the wall, Tw is the wall
temperature, and Ft is the thermal accommodation coefficient,
which depends on the gas and surface materials. Particularly for
air, it assumes typical values near unity �13�. For the rest of the
analysis, Fv and Ft will be assumed to be 1.

In a sufficiently long channel, the velocity and the temperature
profiles will cease to change with distance along the channel, i.e.,
a fully developed flow will exist �14�.

The Boussinesq approximation, the equations governing the
present flow can be written as follows:

0 = −
dp

dz
+

�

r

d

dr
�r

du

dr
� + �g�0�T − T0� �3�

0 =
d

dr
�r

dT

dr
� �4�

where � is the thermal expansion coefficient, �0 is the mass den-
sity at temperature T0, and T0 is the reference fluid temperature,
which ensures a linear relation between the local mass density and
the local temperature.

� = �0�1 − ��T − T0��
As is suggested in Ref. �15�, the reference temperature is chosen
as the mean fluid temperature in any cross section of the duct, i.e.,

T0 =
2

r2
2 − r1

2�
r1

r2

Trdr �5�

The boundary conditions are as follows:

u = us1
at r = r1

u = us2
at r = r2

T = Ts1
at r = r1

T = Ts2
at r = r2 �6�
By introducing the following nondimensional quantities
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R =
r

r2
, r* =

r1

r2
, Z =

z

Re Dh
, � =

T − T0

T1 − T2

U =
u

um
, Kn =

�

Dh

�v =
2 − Fv

Fv
, �t =

2 − Ft

Ft

2�

� + 1

1

Pr

P =
p

�0um
2 , Gr =

g��0
2�T1 − T2�Dh

3

�2

Re =
�0umDh

�
, w =

T1 − T0

T1 − T2
�7�

qs. �3� and �4� can be written as

0 = −
dP

dZ
+ �2�1 − r*��2 1

R

d

dR
�R

dU

dR
� +

Gr

Re
� �8�

0 =
d

dR
�R

d�

dR
� �9�

In terms of the dimensionless variables introduced in Eq. �7�,
he boundary conditions given in Eq. �6� can be shown as

U = 2�vKn�1 − r*�
dU

dR
at R = r*

U = − 2�vKn�1 − r*�
dU

dR
at R = 1

� =
Ts1 − T0

T1 − T2
= w + 2�TKn�1 − r*�

d�

dR
at R = r*

� =
Ts2 − T0

T2 − T0
= w − 1 − 2�TKn�1 − r*�

d�

dR
at R = 1 �10�

From Eqs. �5� and �7�, one can obtain the following constraint
n �:

�
r*

1

�RdR = 0 �11�

Equation �9� indicates that the dimensionless temperature varies
ogarithmically across the duct. Integrating Eq. �9� and applying
he boundary conditions given in Eq. �10� with Eq. �11� give

� = C0 + C1 ln R �12�

Fig. 1 Schematic of the flow domain
here C0 and C1 are

14502-2 / Vol. 131, JANUARY 2009
C0 = C1�1

2
+

r*2 ln r*

1 − r*2 �, C1 =
1

ln r* − 2�TKn�1 − r*��1 + 1/r*�

w = 1 + C1�1

2
+

r*2 ln r*

1 − r*2
+ 2�TKn�1 − r*�� �13�

For the macroscale case �Kn=0�, the dimensionless tempera-
ture distribution obtained above is the same as that given by Zan-
chini �16�.

� =
ln R

ln r*
+

r*2

1 − r*2 +
1

2 ln r*
�14�

Substituting Eq. �12� into the momentum equation, Eq. �8�
gives

0 = −
dP

dZ
+ �2�1 − r*��2 1

R

d

dR
�R

dU

dR
� +

Gr

Re
�C0 + C1 ln R�

�15�
Rearranging the momentum equation then gives

1

R

d

dR
�R

dU

dR
� = C2 − C3�C0 + C1 ln R� �16�

where C2 and C3 are

C2 =
1

�2�1 − r*��2

dP

dZ
, C3 =

1

�2�1 − r*��2

Gr

Re
�17�

Integrating this equation twice then gives

U =
C2

4
R2 −

C3

4
��C0 − C1�R2 + C1R2 ln R� + C4 ln R + C5

�18�
At any cross section in the channel, the dimensionless mean

velocity Um can be written as

Um =

�
r*

1

URdR

�
r*

1

RdR

= 1 �19�

By applying the boundary conditions given in Eq. �10� and
using Eq. �19�, the three unknown constants C2, C4, and C5 can be
obtained analytically. Because of their complex structures, the ex-
pressions of these constants are not given here.

The dimensionless bulk temperature can be defined as

�b =
Tb − T0

T1 − T2
=

�
r*

1

U�RdR

�
r*

1

URdR

�20�

Using Eq. �12�, the convective heat transfer coefficient at the
inner wall can be obtained as follows:

h =

− k�dT

dr
�

r=r1

T1 − Tb
=

kC1

r1

1

�b − w
=

kC1

r2r*

1

�b − w
�21�

Similarly, the Nusselt number at the inner wall can be written as

Nu =
2C1�1/r* − 1�

�22�

�b − w
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Results and Discussion
In this study, the interactive effects of the mixed convection

arameter Gr/Re the Knudsen number Kn, and the aspect ratio r*
n heat and fluid flow in a microannulus between two vertical
oncentric microtubes are investigated for both hydrodynamically
nd thermally fully developed case. Kn values in the range of 0
Kn�0.1 were considered. The following values of the mixed

onvection parameter are covered: Gr /Re=0, 50, and 100.
For a constant value of Gr /Re�=50�, the influence of the Knud-

en number Kn on the velocity and temperature profiles are illus-
rated in Figs. 2 and 3, respectively. It can be seen that increasing
n increases velocity slips at the walls. With an increase in Kn,

he maximum velocity decreases and its position shifts towards
he inner hot wall since the slip effect is higher at the hot inner
all than that at the cold outer wall. The influence of Kn is to
ecrease temperature gradients at the walls, as seen from Fig. 3.

Finally, the variation of Nu with Kn is plotted in Fig. 4. As
een, increasing Kn decreases Nu as a result of decreased tem-

ig. 2 Dimensionless velocity distribution at different values
f Kn for Gr/Re=50

ig. 3 Dimensionless temperature distribution at different val-

es of Kn

ournal of Heat Transfer
perature gradient at the hot inner wall due to the velocity slip and
the temperature jump. Figure 5 gives Nu variation with r* for
various values of Kn.
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Nomenclature
cp � specific heat at constant pressure

Dh � hydraulic diameter, 2�r2−r1�
F � tangential momentum accommodation

coefficient
Ft � thermal accommodation coefficient
g � gravitational acceleration

Gr � Grashof number, g��0
2�T1−T2�Dh

3 /�2

h � convective heat transfer coefficient

Fig. 4 The variation of the Nu with Kn at different values of
Gr/Re=50 for r*=0.5

Fig. 5 The variation of the Nu with r* at different values of Kn
for Gr/Re=50
k � thermal conductivity
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Kn � Knudsen number, � /Dh
Nu � Nusselt number

p � pressure difference, p�− p�
p� � static pressure
p� � hydrostatic pressure
Pr � Prandtl number
Re � Reynolds number, umDh /	
r* � ratio of radiuses=r1 /r2
r1 � inner radius
r2 � outer radius
w � ratio of wall temperature differences, Eq. �7�
T � temperature
u � axial velocity
U � dimensionless axial velocity

z ,r � axial and radial coordinate
Z ,R � dimensionless axial and radial coordinate

reek Symbols

 � thermal diffusivity
� � thermal expansion coefficient

�v ,�t � dimensionless variables, Eq. �7�
� � specific heat ratio
� � molecular mean free path
� � dynamic viscosity
� � density
	 � kinematic viscosity
� � dimensionless temperature, Eq. �7�

ubscripts
1 � value on inner wall �i.e., at r=r1�
2 � value on outer wall �i.e., at r=r2�
b � bulk value
m � mean value
s � fluid properties on wall

s1 � fluid properties on inner wall
s2 � fluid properties on outer wall

w � wall
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his paper is concerned with the conduction heat transfer be-
ween two parallel plates filled with a porous medium with uni-
orm heat generation under a nonequilibrium condition. Analyti-
al solution is obtained for both fluid and solid temperature fields
t constant porosity incorporating the effects of thermal conduc-
ivity ratio, porosity, and a nondimensional heat transfer coeffi-
ient at pore level. The two coupled energy equations for the case
f variable porosity condition are transformed into a third order
rdinary equation for each phase, which is solved numerically.
his transformation is a valuable solution for heat conduction
egime for any distribution of porosity in the channel. The effects
f the variable porosity on temperature distribution are shown
nd compared with the constant porosity model. For the case of
he exponential decaying porosity distribution, the numerical re-
ults lead to a correlation incorporating conductivity ratio and
nterstitial heat transfer coefficient. �DOI: 10.1115/1.2977544�

eywords: analytical solution, porous media, nonthermal
quilibrium, variable porosity

ntroduction
Analysis of fluid flow and heat transfer in a porous medium has

een a subject of continuous interest for the past decades because
f the wide range of engineering applications such as heat ex-
hangers, energy storage units, drying technology, and geothermal
ystems.

There is abundance of literature on heat transfer analysis in
orous media under thermal equilibrium condition. Although the
ocal thermal equilibrium assumption may be sufficiently accurate
n many industrial applications, this assumption breaks down
hen a substantial temperature difference exists between the solid

nd the fluid phases.
The nonequilibrium two-energy equation model for conduction

nd convection is proposed by Nakayama et al. �1� in which the
wo-energy equations for the individual phases at constant poros-
ty are combined together and solved analytically. Amiri and Vafai
2� employed a general fluid flow model and two-phase energy
quations to investigate the forced convection heat transfer within
channel with constant wall temperature. Nield et al. �3� also

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 27, 2007; final manuscript
eceived June 18, 2008; published online October 20, 2008. Review conducted by

amal Seyed-Yagoobi.

ournal of Heat Transfer Copyright © 20
treated the effect of local thermal nonequilibrium on thermally
developing forced convection in a porous medium for various
values of the fluid-solid conductivity ratio.

Marafie and Vafai �4� investigated forced convection in a po-
rous medium using the Darcy–Forchheimer–Brinkman model un-
der the nonthermal equilibrium assumption.

Various boundary conditions modeling of wall heat flux in the
absence of local thermal equilibrium conditions was analyzed by
Alazmi and Vafai �5�. Various effects such as variable porosity
and solid-to-fluid conductivity ratio were investigated. Viscous
dissipation effects of forced convection heat transfer in porous
media using a thermal nonequilibrium model wave investigated
by Jiang and Ren �6�. In that paper the boundary condition as-
sumptions were analyzed using a numerical model. The results
from Minkowycza et al. �7� confirm that local thermal equilibrium
in a fluidized bed depends on the size of the layer, mean pore size,
and interstitial heat transfer coefficient.

In the present paper an analytical solution is obtained for ther-
mal nonequilibrium energy equations including the variable po-
rosity model in the conduction heat transfer limit with internal
heat generation. We concentrate on the case of a parallel plate
channel with uniform temperature at the boundary walls. The two-
energy equation model is also used to represent the effect of con-
ductivity ratio and porosity distribution on the fluid and solid
phases. By comparing the results for the constant and variable
porosity model in the conduction regime, it is shown that the
variable porosity model can greatly affect the temperature of each
phase.

Model Development
Consider a channel filled with porous medium and bounded by

two parallel flat plates maintained at constant temperature Tw. The
distance between two plates is assumed to be 2H.

Using a steady-state and one dimensional heat conduction, the
energy equations of the solid and fluid phases are, respectively, as
follows �8�.

Kf � · �� � Tf� + h�Ts − Tf� = 0 �1�

Ks � · ��1 − �� � Ts� − h�Ts − Tf� + �1 − ��qs� = 0 �2�

where qs� is the heat generation per unit solid volume, which takes
place within the solid phase. The second terms in energy equa-
tions represent the coupled heat transfer between the two phases
because of the existing temperature difference. Assuming a high
thermal conductivity at the boundary, the temperature of the solid
and fluid at the wall interface will be the same, and

Ts�x,y = H� = Tf�x,y = H� = Tw �3�
The symmetry condition at the centerline will be

dTf

dy
�x,y = 0� =

dTs

dy
�x,y = 0� = 0 �4�

The governing equations �Eqs. �1� and �2�� can be nondimension-
alized as

d

dy*
��

�

�y*
� f� + �A���s − � f� = 0 �5�

d

dy*
��1 − ��

d

dy*
�s� − �A��k���s − � f� + �1 − ��Ak = 0 �6�

We introduce the following dimensionless parameters:

� =
�T − Tw�

qs�

h

, Y* =
y

H
, A =

hH2

kf
, k =

kf

ks
�7�

After some mathematical manipulations, the governing equations

yield
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d3

dy*3 �� f� −

d

dy*
���

1 − �

d2

dy*2 �� f� −
A

�
�1 +

�

1 − �
k� d

dy*
�� f�

+ A
d

dy*
���

1

�1 − ���2� f = A2k �8�

here � f =��d /dy*��� f�.
If we neglect the effects of porosity variation in the above equa-

ion, it will be simplified to Eq. �8� in Ref. �1�, without consider-
ng the effects of tortuosity parameter.

Following a similar procedure for solid phase yields

d3

dy*3 ��s� +

d

dy*
���

�

d2

dy*2 ��s� −
A

�
�1 +

�

1 − �
k� d

dy*
��s�

− Ak
d

dy*
���

1

�1 − ��2�
�s

= A2k
1 − �

�
+ Ak�1

�
� d

dy*
����2

+
d2

dy*2 ���� �9�

here �s= �1−��d /dy*��s�.
Transforming the mentioned boundary conditions, Eqs. �3� and

4�, in terms of the previously defined parameter � yields the
ollowing: at y*=1,

d

dy*
� f = 0,

d

dy*
�s = − �1 − ��Ak �10�

t y*=0,

d2

dy*2 �� f� = 0,
d2

dy*2 ��s� = Ak
d

dy*
��� �11�

t y*=0,

� f = �s = 0 �12�

onstant Porosity Solution
For constant porosity Eqs. �8� and �9� reduce to

d4

dy*4 �� f� −
A

�
�1 +

�

1 − �
k� d2

dy*2 �� f� = A2k/� �13�

nd

d4

dy*4 ��s� −
A

�
�1 +

�

1 − �
k� d2

dy*2 ��s� = A2k/� �14�

he appropriate boundary conditions are

d� f

dY*
�X*,0� = 0,

d3� f

dY*3 �X*,0� = 0

�15�

� f�X*,1� = 0,
d2� f

dY*2 �X*,1� = 0

d�s

dY*
�X*,0� = 0,

d3�s

dY*3 �X*,0� = 0

�16�

�s�X*,1� = 0,
d2�s

dY*2 �X*,1� = Ak

he above fourth order ordinary differential equation �ODE� has a

losed-form analytical solution as
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� f =
�Kf

�2Ks
� cosh�A�Y*�

cosh�A��
− 1� +

Kf

2�Ks	H2

Kf

h

�1 − Y*2� �17�

Similarly the solution for the solid temperature would become

�s =
�

�2 �� − 1��Kf

Ks
��1 −

cosh�A�Y*�
cosh�A��

� +
Kf

2�Ks	H2

Kf

h

�1 − Y*2�

�18�
where

A� = H� �h

�Kf
, � =

�1 − ��Ks + �Kf

�1 − ��Ks
= 1 +

�

1 − �
k �19�

Variable Porosity Solution
For the variable porosity channel, many authors �9–12� have

suggested an exponential expression for porosity variation from
the impermeable wall to the freestream as

� = ���1 + a exp�− by*H/dP�� �20�

where a and b are empirical constants, dp is the particle diameter,
and �� is the freestream porosity. In this paper the empirical co-
efficients are chosen: a=1.7 and b=6 �10�. The above mentioned
porosity function is a suitable expression for the case of spherical
beds �13,8�.

Assuming such a porosity function, the governing ordinary dif-
ferential equations for temperature fields must be solved numeri-
cally as closed-form solution does not exist to the best knowledge
of the authors.

Equations �8� and �9� are the general ODE forms of the energy
equation in the conduction regime in a porous channel.

Results and Discussion
The effects of variation in the conductivity ratio �kf /ks� on the

fluid and solid phases are shown in Fig. 1. Results presented in
this figure refer to the analytical solution with constant porosity
��=0.5 and A=1�. By increasing the fluid to solid conductivity
ratio, the temperature values for both solid and fluid phases in-
crease substantially. Results show that the temperature differences
between solid and fluid increase as the conductivity ratio in-
creases. On the other hand, the assumption of local thermal equi-
librium breaks down in the case of high conductivity ratio �kf /ks�.
For a given A, results show that increasing kf /ks would cause a
greater deviation from the thermal equilibrium. It is also important
that the maximum temperature differences occur in the channel

Fig. 1 Nondimensional temperature distribution in a porous
channel with constant porosity „ε=0.5… at different conductivity
ratios between solid and fluid for A=1
center. The temperature differences obtained from the constant
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orosity are shown in Fig. 2 for both solid and fluid phases for the
ase of k=1 /2 and �=0.5 taking A as the varying parameter. As
xpected, increasing the coefficient A will result in a decrease in
he temperature difference between solid and fluid. This increase

ay be due to a large interstitial heat transfer between solid and
uid phases. In the case of a very small value for coefficient A, the

emperature differences can be calculated from

���

A
�

A→0
=

k

2
�1 − y*2� �21�

hich is identical in form to the one dimensional steady-state heat
onduction solution in a heat generating slab. The maximum tem-
erature differences between two phases and the limit curve for
oefficient A as it approaches zero are shown in Fig. 3. It is clear
hat the thermal nonequilibrium assumption is a suitable hypoth-
sis when A approaches zero.

The maximum temperature for each phase is shown in Fig. 4
ith respect to the porosity. It is interesting to notice that as the
orosity increases, the temperature difference between solid and
uid approaches a maximum value in a specific porosity value.
Temperature distributions in a porous channel with variable po-

osity at different values of kf /ks are shown in Fig. 5 for the case
f A=1 and �=0.37. By raising the fluid to solid conductivity
atio, the temperature values for solid and fluid phases increase
ubstantially. The figure clearly shows that heat generated in the
olid phase is transferred to the fluid phase, and the local thermal
quilibrium assumption may not be valid for the case of a large
onductivity ratio �kf /ks� especially near the wall.

For the variable porosity model, the maximum temperatures of
ach phase are plotted as a function of the inverse of the conduc-
ivity ratio for different values of A. As shown in Fig. 6, all these
esults can be correlated with the two functions below:

�S,max � A−N = 0.4656� ks

kf
�−0.7472

�22a�

ig. 2 Nondimensional temperature distribution in a porous
hannel with constant porosity „ε=0.5… at different values of A
or k=1/2

ig. 3 Maximum temperature difference in a porous channel

ncorporating the limit values „ε=0.5…

ournal of Heat Transfer
�F,max � A−N = 0.3772� ks

kf
�−0.7462

�22b�

As indicated in the previous works in porous media, the con-
ductivity ratio is one of the most important parameters in porous
media modeling and has significant effects in temperature distri-
bution and temperature difference between the two phases.

Conclusion
In this work, conduction heat transfer in a channel filled with a

heat generating porous medium was investigated analytically. An
analytical representation of the temperature fields was obtained
incorporating the effect of conductivity ratio and porosity varia-
tion. The temperature difference between fluid and solid phases
was found to increase with an increase in conductivity ratio.

Fig. 4 Maximum temperature in a porous channel at different
porosity and conductivity values „A=1…

Fig. 5 Temperature distribution in a porous channel with vari-
able porosity at different values of k for A=1

Fig. 6 Maximum temperature of solid and fluid phases in a

porous channel with variable porosity model
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ased on the obtained results one can infer the domain in which
he local thermal equilibrium is not valid. Solving the ordinary
ifferential equations for the case of exponential porosity function
eads to a correlation for the maximum temperature in the heat
enerating porous slabs.

omenclature
Cp � specific heat of the fluid �J/kg K�

h � convection heat transfer coefficient at the pore
level

H � semi height of the channel �m�
ks � solid conductivity �W/m K�
kf � fluid conductivity �W/m K�
k � conductivity ratio

q�s � internal heat source �W /m2�
T � temperature �K�

reek
	 � porosity
� � nondimensional temperature �T−Tw /q� /h�

ubscripts
f � fluid
s � solid

w � impermeable wall
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he Efficient Iterative Solution of the
1 Equation
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he P1 model is often used to obtain approximate solutions of the
adiative transfer equation for heat transfer in a participating
edium. For large problems, the algebraic equations used to ob-

ain the P1 solution are solved by iteration, and the convergence
ate can be very slow. This paper compares the performance of
he corrective acceleration scheme of and Li and Modest (2002,
A Method to Accelerate Convergence and to Preserve Radiative
nergy Balance in Solving the P1 Equation by Iterative Methods,”
SME J. Heat Transfer, 124, pp. 580–582), and the additive cor-

ection multigrid method, to that of the Gauss–Seidel solver alone.
dditive correction multigrid is found to outperform the other
olvers. Hence, multigrid is a superior solver for the P1 equation.
DOI: 10.1115/1.2993546�

eywords: P1 model, efficient iterative solver, additive correction
ultigrid solver, acceleration

Introduction
The P1 model approximates the radiative transfer equation

RTE�, an integrodifferential equation describing thermal radia-
ion, by a simple differential equation. This model represents in-
ensity by the leading term of a spherical harmonics expansion �1�
ut can be more easily derived directly from the RTE �2–4�. The
1 model is widely used, for example, as an option in the FLUENT

5� and CFX �6� commercial codes, because radiation is computed
rom a single equation. This is simple to implement and allows
adiation and thermal energy to be solved as a coupled set of
quations. The disadvantages of the P1 model are loss of accuracy
hen the radiation intensity is highly anisotropic and inability to

mpose nonlinear scattering phase functions.
The P1 equation is elliptic with a boundary condition of the

hird kind. The solution is usually obtained by application of a
iscrete method �finite element or finite volume� that replaces the
ontinuous equations by a set of N algebraic equations. For large
, the solution of the equations is obtained by application of an

terative solver.
Li and Modest �7� pointed out that the iterative solution of the

1 equations can be very costly, especially for weak medium par-
icipation or highly reflective boundaries. They then proposed a

ethod that dramatically reduced the cost. This Technical Brief
erifies the Li–Modest results for the two types of radiation prob-
ems and also examines the performance of the multigrid solver
hat is often used in computational fluid dynamics �CFD� codes
or the solution of the continuity, momentum, thermal energy, and
ther equations.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 3, 2007; final manuscript
eceived July 11, 2008; published online October 22, 2008. Review conducted by
alter W. Yuen.

ournal of Heat Transfer Copyright © 20
2 Background

2.1 Conservation of Radiative Energy. Consider an enclo-
sure containing a gray medium at temperature T with absorption
coefficient � and scattering coefficient �s. Conservation of radia-
tive energy requires �1�

� · q = 4���Ib − Ia� �1�

where q is the radiation heat flux, Ib=�T4 /� is the blackbody
intensity, and Ia=�4�Id� /4� is the average intensity. If the walls
of the enclosure are diffuse gray with temperature Tw and emis-
sivity �w, and if the outward unit normal �from the wall toward the
medium� is n, the boundary condition for Eq. �1� is �1�

q · n =
2�w

�2 − �w�
��Tw

4 − �Ia� �2�

where � is the Stefan–Boltzmann constant.

2.2 P1 Model. For isotropic scattering, the P1 approximation
of the heat flux is �1�

q = −
4�

3�
� Ia �3�

where �=�+�s is the extinction coefficient. Substituting Eq. �3�
into Eqs. �1� and �2� gives the P1 model in which the dependent
variable is Ia. If the extinction coefficient of the medium is uni-
form, the P1 model is

�2Ia = 3���Ia − Ib� �4�
with boundary condition

�Ia · n =
3��w

2��2 − �w�
��Ia − �Tw

4 � �5�

3 Numerical Solution

3.1 Algebraic Equation. In the present study, a square com-
putational domain was first subdivided into Cartesian elements. A
vertex-centered finite volume method was then applied, with bi-
linear shape functions within the element, to replace Eqs. �4� and
�5� by a set of N algebraic equations. The algebraic equation for Ia
at node P, with neighbor nodes nb, has the form

aPIa,P + �
nb

anbIa,nb = bP �6�

At an interior node aP=−�nbanb+3��VP and bP=3��VPIb,P,
where VP is the volume associated with node P. At the boundary
nodes, aP=−�nbanb+3��VP+1.5�AB,P�w / �2−�w� and bP

=3��VPIb,P+1.5���Tw
4 /��AB,P�w / �2−�w�, where AB,P is the area

of that part of the control volume P, which lies on the boundary
surface.

3.2 Iterative Solution. After iteration m of Eq. �6�, the com-
puted intensities are denoted as Ia

m, and the residual Rm is defined
by

Rm = max��aPIa,P
m + �

nb

anbIa,nb
m − bP�

aP � ��Th
4/��

	
where Th will be defined later. The initial intensities were taken as
Ia
o=10−5 W /m2 sr. The iterative solution was continued until

Rm /R1�10−5 was achieved.

3.3 Convergence Rate. For a given problem, the radiation
heat transfer depends on the parameters that appear in Eqs. �4� and
�5�: �, �, and �w. The dependence of the convergence rate of
iterative solvers on these parameters can be anticipated by exam-
ining the coefficients in the algebraic equations. If the medium

temperature is specified and nonzero, then aP	�nb
anb
 for all
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nterior equations, and the strength of the inequality increases with
�. The equation for Ia at boundary nodes is also diagonally
ominant for ��w�0, with the strength increasing with ��w. Con-
ergence is therefore guaranteed for a Gauss–Seidel �GS� or Ja-
obi solver, with the rate increasing with �, �, and �w.

For radiative equilibrium Ib= Ia, the right side of Eq. �4� is zero;
herefore, aP=�nb
anb
 at interior nodes and the equations are
eakly diagonally dominant. As a result, convergence will be

lower than for a specified temperature medium, for the same
alues of � and �w.
In both cases, for �→0, Eqs. �4� and �5� are satisfied by any

onstant value of Ia, so the algebraic equation set becomes singu-
ar. In radiative equilibrium, this also occurs for any � if �w→0.

It is therefore expected that the convergence rate of any itera-
ive solver will diminish with decreasing � and �w. The conver-
ence rate for radiative equilibrium should also be slower than
hen the medium temperature is specified for given positive val-
es of �, �, and �w, especially if �� is large.

3.4 Iterative Solvers Tested. Equation �6� has been solved in
his study using three iterative solvers: GS, GS with the corrective
cceleration scheme �GS-CAS� of Li and Modest �7�, and GS with
he additive correction multigrid �ACM� method of Hutchinson
nd Raithby �8�. In the GS-CAS, Ia at every node is corrected
fter each iteration by a factor f that is calculated to restore the
adiative energy balance over the entire domain. This procedure
as been recently employed in parallelization of the P1 model by
rishnamoorthy et al. �9�. In the ACM method, a V-cycle was
sed with one GS smoother for each restriction and prolongation,
nd with 2�2 agglomeration of control volumes until the coarsest
rid had just one control volume. In the GS and GS-CAS solvers,
or the 2D Cartesian grid, one GS iteration updates the solution of
q. �6� by sweeping the grid in all eight distinct patterns. In the
CM solver, one GS iteration updates the solution of Eq. �6� by

weeping the grid in only one direction, from the bottom-left cor-
er to the top-right one.

The computational time to satisfy the convergence criterion is
eported in work unit �WU� in order to make the results less
ensitive to computer speed and to the size of the computational
rid. One WU is defined as the time to do 100 GS �with eight
atterns� iterations for a given grid, �, �, and �w.

Results
The results for two problems are reported. In both cases, the 2D

omputational domain has dimensions L�L. A grid of 63�63
lements of equal size is used, giving a total of 4096 nodes. The
esults are reported for a range of 
=�L and surface emissivity �w.

4.1 Specified Temperature. As a parallel to the problem
olved by Li and Modest �7�, the temperature of the medium is
iven as T�x ,y�=Th� �x /L��1−x /L��y /L��1−y /L� where Th

1000 K. The number of iterations �it� and the number of WUs
re presented in Table 1 for a wide range of conditions. These
esults confirm that the convergence rate of all solvers diminishes

able 1 Convergence and cost of the P1 solution for an
mitting-absorbing medium with specified temperature

GS GS-CAS ACM


 �w it WU it WU it WU

0.01 1 127299 1264.2 518 5.3 90 0.7
0.1 1 12409 126.1 333 3.4 84 0.7

0.1 2311 23.0 245 2.5 82 0.6
1 0.5 1568 15.6 215 2.2 68 0.5

1 977 9.8 172 1.8 61 0.5
10 1 28 0.3 21 0.2 15 0.1
s 
 and �w are decreased. It also confirms that the GS-CAS

14504-2 / Vol. 131, JANUARY 2009
method of Li and Modest �7� dramatically reduces the solution
time compared with GS alone. The ACM has even better perfor-
mance, reducing the solution time further by factors of between 2
and 7.

4.2 Radiative Equilibrium. For the same enclosure, the side
and top walls are taken as cold Tc=0 K, the bottom wall is heated
to Th=100 K, and the medium temperature is established by ra-
diative equilibrium. Table 2 summarizes the results for a range of

50000 100000
10-5

10-4

10-3

V1

V
2

60000 70000 80000 90000 100000 110000

10-5

10-4

10-3

iteration

R
m
/R

1

0 1000 2000
10-5

10-4

10-3

10-2

10-1

100

101

102

GS
GS-CAS
ACM

m(a)

iteration

R
m
/R

1

0 100 200 300 400
10-5

10-4

10-3

10-2

10-1

100

m(b)

Fig. 1 Maximum scaled residuals versus iterations for „a… �

Table 2 Convergence and cost of the P1 solution for an
emitting-absorbing medium in radiative equilibrium

GS GS-CAS ACM


 �w it WU it WU it WU

0.01 1 110875 1098.8 1089 11.0 120 1.0
0.1 1 11266 112.2 864 8.7 111 0.9

0.1 21227 211.2 943 9.5 115 1.0
1 0.5 3526 35.1 665 6.7 94 0.8

1 1337 13.3 451 4.6 71 0.6
10 1 407 4.1 240 2.4 47 0.4
=0.01 and „b… �=10
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and �w. These results show the expected trends: solution times
or the large 
 values are much larger than when the medium
emperature was specified and increase with a decrease of 
 and
w. As before, the GS-CAS solver of Li and Modest �7� substan-
ially decreases the time to achieve convergence compared with
S alone, and the ACM method again performs better than GS-
AS, reducing the solution time by about a further order of
agnitude.
The rate of residual reduction with iterations for these three

olvers is shown in Fig. 1 for black walls for 
=0.01 �Fig. 1�a��
nd 
=10 �Fig. 1�b��. The rapid initial residual reduction with GS
ndicates that the high frequency components of the residual are
uickly removed, but the solver stalls in the removal of the low
requency components �8�. As a result of this failure, GS needs
ore than 105 iterations to converge for 
=0.01, in which the

quation set has a weak diagonal dominance. For 
=0.01, the
S-CAS initially increases the residual but then decreases it fairly
uickly. In all cases studied, the ACM method monotonically and
apidly reduces the residual. Monotonicity is important because a
FD code solving multiprocess problems reduces the residual of

he linearized equations by only an order of magnitude or less
efore updating coefficients. To reduce the residuals by 1/10 in
ig. 1�a� requires 2.2 WU for GS-CAS and 0.1 WU for ACM.

Conclusions
The P1 equations for the prediction of radiation heat transfer in
participating medium can be difficult to solve by iteration. The

onditions for slow convergence, expected from the coefficients of
he algebraic equations, are confirmed in two problems. The cor-
ective acceleration scheme of Li and Modest �7� applied with
auss–Seidel performs much better than Gauss–Seidel alone. The

dditive correction multigrid solver is better still and has the
ournal of Heat Transfer
added important property that the residuals are monotonically re-
duced. It is also convenient that the multigrid solver works well
for the P1 equation because it is usually available and used to
solve the other governing equations in the CFD codes.
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